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Abstract—Although most people believe that melanoma can-
cer is restricted only to skin cancer, the great danger is the
spread of metastases from the skin and subcutaneous tissues
to any part of the body. This justifies that early detection
of cutaneous melanoma cancer remains the primary factor
in reducing the mortality of this type of cancer. Currently,
non-invasive segmentation-based approaches represent one of
the most efficient computational frameworks when it comes to
melanoma recognition. Instead of using color images directly
in RGB space, as in many works in the literature, we propose
the use of browning indices to highlight the differences between
the skin and the area of interest to increase the recognition
rates of cutaneous melanoma. Three browning indices (Aimonino,
Fetuga, and Lunadei) and three segmentation techniques were
evaluated in the task of cancer segmentation on a public dataset
of dermatoscopic images. In addition to these indices, the U-Net
network was used for the purpose of comparison and it was
also evaluated combined with browning indices. The experiment
rates highlighted the potential of the browning indices to better
perform melanoma segmentation. U-Net obtained the Jaccard
Index and F1 Score of 0.594 and 0.805, respectively, against 0.719
and 0.862 achieved by the combination of U-Net and browning
indices.

Index Terms—Skin Cancer, Image Processing, Browning Index,
Image Segmentation, U-Net

I. INTRODUCTION

In the world, melanoma is the most deadly form of skin
cancer due to its high possibility of causing metastasis, being
responsible for about 75% of deaths associated with skin
cancer [1]. After this type of lesion infiltrates the lower layers
of the skin, and presents a high possibility of metastasis in
the most advanced stage, the chance of cure is practically
non-existent. Although it is one of the less frequent types,
accounting for only 1% of all cancer diagnoses, this type of
lesion has the highest mortality rate.

According to the World Health Organization [2], the in-
cidence of both non-melanoma and melanoma skin cancers

has been increasing over the past decades. Currently, between
2 and 3 million non-melanoma skin cancers and 132,000
melanoma skin cancers occur globally each year [2].

Thus, early diagnosis of the disease is the main chance of
cure. For this diagnosis to occur early, it is necessary that the
population has access to an efficient health system. However,
this does not happen easily, especially in emerging and less
developed countries [2]. The only form of definitive diagnosis
is to carry out a biopsy. In this procedure, part of the lesion
is removed to be analyzed under the microscope by one or
more pathologists with the aim of looking for cancer cells.
Some exams detect skin cancer through magnifying lenses to
photograph the lesion region. The diagnostic accuracy reaches
97%, avoiding unnecessary surgeries [3].

With regard to the challenge of detecting and locating skin
lesions of melanoma, we can observe that both human skin
and skin lesions of melanoma usually have a brownish color
with different variations. It was also verified that, in the food
industry, the search for color changes in food products, such
as fruits, meats, among others, is of great importance to plan
strategies and control these changes. And that the browning
index (BI) is one of the means to measure these color changes
[6].

Associating the brownish color aspects of melanoma skin
lesions and the use of browning indices in the food industry,
our proposal is to verify whether the use of browning indices
BI can really help in the segmentation of melanoma skin
lesions. And also verify if this innovation can really increase
the targeting rates of melanoma skin lesions. To the best of
our knowledge, only in [7] has explored the use of browning
indices BI for skin cancer segmentation.

In order to assist in the early diagnosis through the analysis
of lesions, this article proposes a methodology for segmenting
skin melanoma cancer based on browning indices and the U-
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Net deep neural network [4]. The main objective of this article
is to prove that, by innovating in the use of browning color
indices, it is possible to obtain segmentation rates comparable
to the best segmentation rates found in the literature.

This paper is organized as follows. Section II presents
a summarized knowledge about melanoma segmentation,
browning index, and U-Net. Our methodology is described
in Section III. in section IV we evaluate the use of browning
indices with and without the U-Net network to show the po-
tential of this type of technique for skin cancer segmentation.
The experimental evaluation and analysis about the results by
means of Precision, Jaccard Index, and F1 Score metrics are
also described. Finally, Section V presents our conclusions and
points out some future paths.

II. METHODS

A. Skin Lesion Segmentation

In digital image processing and computer vision, image
segmentation is the process of partitioning a digital image
into image segments, which can be classified as either regions
of interest or backgrounds. The goal of segmentation is to
simplify, change the representation, and highlight regions of
an image so that something can make sense to the analyst.
More precisely, image segmentation is the process of assigning
an identifier to each pixel in an image so that elements with
similar characteristics can be grouped [10].

B. Browning Index

In food industries, the browning index (BI), defined as the
purity of brown color, is one of the most common indicators of
browning in food products containing sugar [5]. In this paper,
the browning index (BI) is applied to highlight the shades
of brown present in the images, thus assisting the process of
segmenting the skin lesions.

Among the different browning indices available in the
literature [7], three promising indices presented in Table I were
chosen: BIAimonino [8], BILunadei 2 [5], and BIFetuga [9].

To calculate the BIs BIAimonino and BILunadei 2, the sep-
aration between the channels of the RGB image is performed.
For the BIFetuga, the image is converted to the L*a*b*
color space. This color system represents the quantitative
relationship of colors on three axes: The L* value indicates
lightness, and a* and b* are chromaticity coordinates [11]. k
is a constant representing the gain applied to the red color
channel (R) in the browning index BIAimonino. In this paper,
BIAimonino was used with a value of k = 2,as used in [7].

TABLE I: Browning indices equations [7]

Browning Index Equation
Aimonino in RGB BIAimonino = kR−G−B
Lunadei 2 in RGB BILunadei = R−B
Fetuga in L*a*b* BIFetuga = 100− L

Figure 1 depicts some melanoma images highlighted by the
Aimonino, Lunadei, and Fetuga browning indices, which tend
to highlight the spots with brown tones.

Images

BIAimonino

BILunadei2

BIFetuga

Fig. 1: Differences between skin and melanoma highlighted
by different browning indices [7].

C. U-Net

The approach of a fully convolutional network was intro-
duced in [12], in which the authors proposed an adaptation
of convolutional neural networks that were used for image
classification, where fully connected layers were replaced by
convolutional layers. This allows a fully convolutional network
to take input of any size and generate a segmented image as
output. Figure 2 depicts this architecture:

• Encoder: The feature maps generated have a much lower
spatial resolution than the original image. This process of
reducing the spatial resolution of the input image through
a series of convolutions occurs on a structure called path
or also called the encoder.

• Decoder: At the encoder output, an increase in spatial
resolution is made through a series of deconvolutions
of the feature maps to the initial resolution of the input
image. The path where this spatial resolution expansion
process occurs is called the decoder or expansion path.

Fig. 2: The U-Net architecture is symmetric and consists of
two parts: the left part is the encoder and the right part is the
decoder [12].

U-Net, a network proposed in [13], is an extended version
of fully convolutional networks (FCN) in order to provide
more accurate segmentations with small training sets. The
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main difference from FCN is in the decoder layer, where there
are a large number of feature maps, having as a consequence
a symmetry with respect to the encoder layer, thus taking
a “U” shape, as depicted in Figure 2. The way adopted to
increase the number of feature maps in the decoder is to
concatenate the output of an unpooling layer with the output
of the corresponding encoder convolution layer.

III. METHODOLOGY

In this section, we describe the dataset used in the ex-
periments, the proposed strategy, the performance evaluation
metrics, and the system configurations used in the simulations.

A. Dataset

The International Skin Imaging Collaboration (ISIC) is
an academic and industrial partnership designed to develop
research to reduce melanoma mortality. The ISIC datasets
have become one of the leading repositories for researchers
in machine learning for medical image analysis, especially in
the field of skin cancer detection and malignancy assessment.
They contain tens of thousands of dermoscopic images along
with gold standard lesion diagnostic metadata [14].

The overall focus of the ISIC annual challenges is to provide
support to implement autonomous algorithms for the diagnosis
of melanoma through dermoscopic images. The challenges are
divided into three parts corresponding to each stage of the
injury analysis:

• Segmentation of lesions;
• Detection of lesion dermoscopic features;
• Classification.
The ISIC 2016 challenge dataset consists of 900 training

images and 379 test images. Since it is a challenge, the ground
truths of test images are not available, therefore, in this work,
we only use the images from the training set. The training
images are divided into 727 benign images and 173 malignant
images. The input images range in size from 1024 × 768,
1022 × 767, 1504 × 1129, 2816 × 2112 and 2117 × 1988..
The focus of the present paper is on the segmentation task,
so the images and their respective ground truths were used.
The ground truth images are binary masks with two gray
scale levels and represent the location of the lesions in the
input images. Thus, they have the same dimensions as the
input images. Each pixel of the ground truth images has only
two values: 0, which indicates the image background or area
complementary to the lesion area; 255, which indicates the
main lesion.

B. Proposed strategy

The proposed strategy consists of four steps: Initially, it
was decided to reproduce the experiments carried out in
[7], selecting only the three browning indices and the two
binarization methods considered most promising. While the
three selected browning indices are BIaimonino with k = 2,
Lunadei2 and Fetuga , the two binarization techniques are
Otsu [15] and Lloyd [16]. Watershed [17] morphological

technique has been also added. Thus obtaining nine combina-
tions of browning indices and segmentation methods. Figure
3 depicts the flowchart from input to segmentation. In the first
step, the images are resized to 256 × 256 dimension.

Fig. 3: Flowchart of the system.

In the second step, the RGB color images were processed
by the deep neural network U-Net with the parameters defined
in the section II-C.

The third step has consisted in evaluating the U-Net net-
work using as input the resulting images after applying each
browning index. To keep the same number of parameters of the
U-Net for the different experiments, we repeated the grayscale
image obtained by browning index in the tree channels of an
RGB color image.

The fourth step has consisted in applying the U-Net network
using as input, no longer the three RGB channels of each
image, but the three browning indices BIaimonino with k =
2, Lunadei2 and fetuga. Images with the three browning
indices were created. In this case, each image obtained by
a kind of browning index is used as a channel in an RGB
color image. An example of a new image generated by the
combination of the browning indices is shown in Figure 4. As
can be seen, this method provides a highlight of the region of
interest, i.e., the possible lesion.

Fig. 4: (A) Input image, (B) ground truth, and (C) combined
image from the BIs.

C. Performance evaluation measures

To compute the segmentation rates, the metric Accuracy,
F1 Score, and Jaccard Index are normally used for evaluating
the medical image segmentation task. The definitions of these
metrics are presented below.

The accuracy metric is the number of correct predictions
divided by the total number of predictions. Thus, this metric
can be defined as:

Accuracy = TP + TN/(TP + TN + FN + FP ). (1)

F1 Score is the harmonic mean of precision and recall,
where precision measures the quality of the model to segment
correctly pixels that are from the skin lesion and recall
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measures the capability of the model in identifying all pixels of
the skin lesion. F1 Score combines precision and recall into a
single metric for a better understanding of model performance.
F1 Score is computed by the equation:

F1 = 2TP/(2TP + FP + FN). (2)

Jaccard Index is the area of overlap between the predicted
segmentation and the ground truth divided by the area of
union between the predicted segmentation and the ground
truth. Thus, this metric can be defined as:

Jaccard = TP/(TP + FP + FN). (3)

In the context of skin lesion segmentation:
• TP (true positive) and TN (true negative) are pixels from

a skin lesion and background (according to ground truth),
respectively, which were segmented correctly;

• FP (false positive) and FN (false negative) are pixels from
a skin lesion and background (according to ground truth),
respectively, which were not segmented correctly.

The three metrics vary between 0 and 1, with 1 meaning
the closest match between the predicted and the ground truth.

D. System configurations

All experiments were run on a Windows 10 64 bits com-
posed of an Intel(R) Core(TM) i5-8300H CPU @ 2.30GHz
2.30 GHz and 8 GB RAM. Furthermore, the deep extractors
were implemented using the Python 3.9.12 programming lan-
guage, and Keras 2.1.4, a deep learning API with a Tensorflow
1.8 backend.

IV. EXPERIMENTS

The data consists of 900 input images and 900 ground
truth images, which were separated into 70% (630 images)
for training, 15% (135 images) for validation, and 15% (135
images) for testing. The same test images were applied to all
the evaluated methods.

Initially, the browning indices BIaimonino with k = 2,
Lunadei2, and Fetuga were calculated as shown in Table
I. Then, the images were segmented using the methods of
Otsu, Lloyd, and Watershed. As described in Section III-C,
the metrics Accuracy, Jaccard Index, and F1-Score were used
to quantify the results of the proposed models and compare
the performance between them.

The architecture of the used U-Net consists of a contracting
path and an expansive path. The contracting path follows the
typical architecture of a convolutional network. It consists of
the repeated application (five times) of two 3 × 3 convolutions,
each followed by a rectified linear unit (ReLU) and a 2 ×
2 max pooling operation with stride 2 for downsampling.
At each downsampling step, we double the number of fea-
ture channels. Every step in the expansive path consists of
an upsampling of the feature map followed by a 2 × 2
convolution that halves the number of feature channels, a
concatenation with the correspondingly cropped feature map
from the contracting path, and two 3 × 3 convolutions, each
followed by a ReLU. At the final layer, a 1 × 1 convolution is

Fig. 5: Results of the 25 epochs of image segmentation tasks
for the best case made of the (Aimonino, Fetuga, and Lunadei)
combination.

used to map each 64-component feature vector to the desired
number of classes. In total, the network has 23 convolutional
layers.

The training of the U-Net was carried out using the hy-
perparameters of Table II. The binary cross entropy function
was chosen to minimize losses during the training since it is
commonly used to quantify the difference between two proba-
bility distributions. The optimizer used was Adaptive Moment
Estimation (Adam), which is an adaptive learning rate method.
The early stop technique was applied, which consists of setting
a patience value for the network to show improvement. If
there is no improvement after a certain number of epochs
(the patience value), the model stops training and uses the
parameters that obtain the best results.

The graphics in Figure 5 present the results of 25 epochs
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Fig. 6: In column (A) is shown the input image and its ground truth. In columns (B) to (H) are shown the images predicted
by the analyzed methods with dimension 256 × 256.

TABLE II: Training hyperparameters.

Parameter Value
image size 256 × 256
learning rate 0.001
batch size 20
epoch 25
dropout probability 0.3
optimizer Adam
loss method binary crossentropy
early stopping patience 12

of training of a U-Net, showing the accuracy, F1 Score, and
Jaccard Index. As can be seen, the validation set metrics
converged.

Table III presents the average values of the metrics for
the 9 combinations of browning indices and segmentation
methods. The table also exhibits the U-Net results and their
combinations with browning indices. The results in the table
are ordered in descending order of the F1 Score values.

We can observe in Table III that the best result was achieved
when combining U-Net with the three browning indices. This
composition obtained F1 Score and Jaccard Index around 6%
and 13%, respectively, superior to the same metrics of the
U-Net with RGB images. The experiments carried out with
the brown index BIFetuga showed noise in the segmentation.
This could mean that it was less efficient in enhancing the
lesion than the other two indices. This could mean that the
formulation of the browning index BIFetuga = 100 − L in
the color space in L*a*b* is not suitable for brown colored
lesions. On the other hand, Aimonino browning index was, in
general, the best BI. The combination of Aimonino + Otsu
achieved some results close to those of U-Net, which is an
approach much more complex. Based on the rates obtained,
we can state that using Aimonino browning index is suitable
in the case of brown lesions.

Figure 6 shows a dermatoscopic image, the ground truth,
and the results obtained after applying the browning index
techniques.

Experiments were also carried out with images of dimension

512 × 512, but similar results were obtained for each method,
with the drawback that training a U-Net with images with this
dimension takes more time and memory.

V. CONCLUSIONS

This article aimed to propose a methodology to seg-
ment skin melanoma lesions using three Browning Indices
(BI), BIaimonino, BILunadei2 , and BIFetuga. As a baseline
method, results achieved only using U-Net deep neural net-
work were compared to those obtained with U-Net and the
use of Browning Indices BIs.

The best results were obtained when a U-Net was trained
with images composed of three browning indices. When
compared with the usual method of training U-Net with RGB
images, this combination of methods returned F1 Score and
Jaccard Index around 6% and 13% higher, respectively. Even
simpler approaches, such as Aimonino + Otsu, returned F1
Score close to that obtained by U-Net with RGB images. These
results indicate the potential of the browning indices to aid skin
lesion segmentation.

This topic will be further explored by checking other deep
learning based approaches combined with browning indices
in order to improve skin lesion segmentation and classifica-
tion. We also intend to combine the browning indices with
approaches that extract information from the contours of skin
lesions to increase the quality of skin lesion classification,
since skin cancer spot has irregular contours.
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