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Abstract—Prosthetic hands play a vital role in the rehabilita-
tion of upper limb amputees. Gesture recognition using surface
electromyography (sEMG) data has emerged as an excellent
option for controlling such prosthetic devices since one does
not require invasive methods to obtain these data. In order to
improve gesture recognition, we must extract the muscle activity
from the raw data before classification, as each gesture has its
own patterns. In this paper, we use an artificial neural network
classifier with individualized data segmentation based on gesture
detection to identify six hand movements. We used data from ten
healthy volunteers. By combining data segmentation and cross-
validation, we were able to refine the amplitude thresholds used to
determine the beginning and end of muscle contractions for each
person. We designed several experiments using different types
of cross-validation. The performance achieved by the proposed
model using 4-fold cross-validation was (93.6 ± 0.7)%, which
represents 3.5% more than the mean accuracy of the baseline
model, in which there is a single arbitrarily-chosen segmentation
threshold for all volunteers.

Index Terms—Hand gesture classifier, classification, segmenta-
tion, cross-validation, sEMG data, artificial neural network

I. INTRODUCTION

The hand gesture recognition problem consists of detecting
and classifying the muscle contraction from a hand movement.
The solution for such a problem can improve human-machine
interface (HMI) applications, such as robotic hand control [1],
game interface [2], augmented reality [3], and active prosthe-
ses [4]. The last one is of great concern since the loss of a
limb can be traumatic, impacting a person’s body, emotions,
relationships, vocation, and way of life [5]. In the case of
transradial amputation, a prosthetic hand can help a person to
better adapt to the new life. Hence, the usage of myoelectric
prostheses has gained relevance recently [6], [7].

Myoelectric devices are controlled by electromyography
(EMG) signals generated by muscle contractions. For such
a prosthesis to be suitable, the residual limb must possess
measurable EMG signals [6], [8]. In most cases, the range
of movements is limited to open and close hands. The user
can increase the complexity of the gestures through training
in sequential control strategies. However, controlling this pros-
thesis can be an arduous task, requiring a high level of skill
and long training sessions [8]. These factors contribute to a
higher rejection rate of upper extremity prostheses than lower
extremity ones [9]. To ease the rejection, data acquired through

non-invasive approaches, such as surface electromyography
(sEMG) signals, are highly recommended for HMI applica-
tions [10].

The sEMG is the spatial and temporal interference pattern
of the electrical activity of the motor neuron and several
muscle fibers [11]. This electrical pulse is the response of the
motor neuron when it receives a movement command from
the brain [11]–[14]. In other words, the movement of a hand
is made up of various muscle stimuli, and an sEMG sensor
can capture them over the person’s skin. Therefore, it can be
used to drive an external device, such as in the prosthetic
domain. Another advantage of these sensors is their easiness
of operation, which makes possible the existence of many
devices that are simple and with high reliability [15]–[17].
However, a common problem in the recognition of such an
sEMG is identifying the moment in which the muscle activity
begins and ends. Due to the stochastic and non-stationary
nature of the sEMG, extracting such a time range is quite
challenging. To address this, we segment the sEMG to separate
the gesture of interest from the data signal. We can categorize
the sEMG segmentation techniques as sliding windows or
gesture detection. By using sliding windows, the sEMG is
segmented into several time windows that can be adjacent
or overlapped. In gesture detection, we extract only muscle
contraction from the sEMG data, identifying the beginning
and end of muscle activity.

The sEMG-based hand gesture recognition can be divided
into five main modules [18]. The data acquisition is the
first module, responsible for capturing and reading the data
examples. In this module, we decide how many gestures
and sensors will be used during the experiments. The pre-
processing module segments the sEMG, that is, extracts the
hand movement data from the sEMG signal. The feature
extraction/selection module selects a proper set of features
relevant to the gesture recognition problem. The classification
module is where the classifier operates by matching the
features to their respective classes. Recently, new machine
learning approaches have achieved excellent performance in
the design of natural gesture interfaces [10], [18]–[20], whose
methods aim to identify muscle contraction patterns in the
sEMG signal and match them with predefined gestures through
supervised learning [19]. At last, the post-processing module
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refines the classification output, which helps one to interpret
and evaluate the model results.

In [21], the authors achieved 94.0% accuracy in identifying
four hand postures using k-nearest neighbor (kNN) and an
adjacent sliding window approach to segment the data. The
solution proposed in [22] used Gaussian mixture models
(GMM), hidden Markov models (HMM), and a combination of
overlapped sliding windows with gesture detection in order to
classify six hand movements, achieving 99.0% accuracy. The
authors of [23] recognized nine hand gestures that were clas-
sified with the linear discriminant analysis (LDA) method and
an overlapped sliding window approach, attaining an accuracy
of 92.2%. In [24], by using a support vector machine (SVM)
and gesture detection to classify seven hand movements, the
authors reached an accuracy of 89.2%. We also have reports
of modern machine learning techniques that have achieved
great results in the gesture classification problem. The authors
in [25] reached 93.0% accuracy using a convolutional neural
network (CNN) and adjacent sliding windows to classify eight
hand gestures. Another example is the solution in [26], where
the authors achieved an accuracy of 97.2% using CNNs and
overlapped sliding windows to recognize seven gestures.

In this paper, we use [18] as the baseline model, because
it is a recent work coming from an active research group
and whose datasets are publicly available. We propose an
ANN to classify six hand movements from 10 people. We
study the segmentation process and its relevance to the gesture
recognition problem. We also apply the k-fold cross-validation
methodology to fine-tune the hyperparameter necessary in
such a processing [27], [28].

This work is organized as follows. Section II describes
the datasets and classification system used in this study. In
Section III, we describe the pre-processing, as well as the
segmentation process. Section IV presents the results of the
models’ performance. Finally, the conclusion is drawn in
Section V.

II. DATASETS AND CLASSIFICATION MODEL

In this section, we describe the database. We also briefly
introduce the classification model used to identify hand ges-
tures. We can define the present classifier by dividing it
into five modules: data acquisition, pre-processing, feature
extraction/selection, classification, and post-processing. Each
module is responsible for particular tasks, which we will
introduce in this section.

A. Datasets

We use the public datasets created by [18]. The data signals
were recorded using the Myo armband, a commercial low-cost
EMG sensor built by Thalmic Labs. By wearing this device
on the forearm, the sensor returns the digital EMG signal from
the flexor, pronator, and extensor muscles to a computer via
Bluetooth [20]. The resulting Myo armband EMG signal is
a combination of 8 channels operating at a sampling rate of
200 Hz. Each channel outputs the measurement of a sensor
that makes up the armband. It is worth mentioning that the

sensors are not placed on specific muscles. Instead, they are
distributed to cover the surface of the forearm.

The datasets are comprised of EMG signals from 6 hand
gestures. Among those, the gestures of interest are fist (fi),
wave-in (wi), wave-out (wo), open (op), and pinch (pi). The
sixth gesture is the rest position, representing the absence of
any muscle activity. Although its classification is not of interest
to us, we use many of its characteristics to help distinguish
the various EMG patterns of interest. We use the label no-
gesture (no) for all the gestures our model cannot classify or
the non-interesting ones, including the rest position.

1 1

2 23

4

1. Rest
2. Transient
3. Steady-state
4. Gesture

Fig. 1: The gesture structure of a one-channel sEMG example
of the database.

The database comprises data signals acquired from 10
healthy volunteers. For each data example, volunteers were
instructed to perform specific hand movements. Each example
consists of an eight-channel sEMG signal representing con-
tinuous hand movements: rest, the final position of interest,
and rest again. Each example also carries a single label
corresponding to the final position of interest. Fig. 1 illus-
trates a typical sEMG present in the database, demonstrating
amplitude variations based on the types of movement of the
hand. The amplitude remains low during resting and increases
when the user is executing the gesture. Our classification
objective is to classify the signal segment marked as (4) in
the figure, representing a gesture. This gesture is considered
a random process comprising transient and steady-state com-
ponents [11], [12], [18], [29], [30].

The training dataset Dtrain = {(F1, Y1), . . . , (FN , YN )} of
each person contains a total of N = 30 data examples, where
the matrix Fi ∈ [−1, 1]400×8 corresponds to the ith EMG
signal measured. Each Fi has a duration of approximately
2 s. Fig. 2 shows one column of the signal Fi. The categorical
variable Yi ∈ {1, 2, 3, 4, 5, 6} denotes the label for the signal
Fi, with i = 1, 2, . . . , N . Table I shows the relation between
Yi and the gestures of interest. Each one of the classes has
5 examples, resulting in a total of 30 training examples for
each user’s dataset. Given that the database comprises data
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Fig. 2: The sEMG representing one channel of an example Fi

from the training dataset Dtrain.

from 10 subjects, we have 300 training data examples in total.
It is important to note that the users maintained their hands
in the rest position throughout the measurement period when
recording the no-gesture class.

TABLE I: Indices and the corresponding hand gestures

Index Y Gesture/Class
1 “rest/no-gesture” (no)
2 “fist” (fi)
3 “wave-in” (wi)
4 “wave-out” (wo)
5 “open” (op)
6 “pinch” (pi)

The testing dataset Dtest = {(G1, Ŷ1), . . . , (GM , ŶM )}
of each user is made by M = 150 examples, each recorded
for a duration of 5 seconds. An important characteristic of
the testing sets is the absence of the no-gesture class. Due
to that, the testing set Dtest has 30 examples of each class of
Ŷi ∈ {2, 3, 4, 5, 6}, culminating in 150 testing examples for
each user. Each matrix Gi within the testing set is an element
of the space [−1, 1]1000×8, with i = 1, 2, . . . ,M . The test

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
Seconds

−0.4

−0.2

0.0

0.2

0.4

0.6

Am
pl
itu

de

Raw sEMG

Fig. 3: The sEMG representing one channel of an example Gi

from the testing dataset Dtest.

sEMGs are longer than the training ones because it is easier
to position the EMG segment that corresponds to the gesture
in any region within the 5 s of measurement. Fig. 3 depicts
one column of the signal Gi, the data from Dtest.

B. Classification Model

The data acquisition is the first module of the system. It is
responsible for reading the data signals from the datasets. In
this module, we define a time window W = (w1, . . . , wm),
where wi ∈ Z+, with i = 1, 2, . . . ,m [11], [31]–[35]. In
the training stage, we set the length mtrain of the window W
as mtrain = 400 points, that is, a time window that selects all
points of each training example. In the testing stage, we choose
mtest = 500, representing half of the total data points in each
testing example. Thus, the current module outputs observations
represented by the matrix E = [E1; . . . ;E8] ∈ [−1, 1]m×8,
where the column vector Ei = [Ei1, . . . , Eim]T corresponds
to the ith channel of the observation E, with i = 1, 2, . . . , 8.

The pre-processing is the second module in the classifier. In
this module, we perform some mathematical operations in each
observation window E outputted by the previous module. The
main goal of the pre-processing is to segment the sEMG signal.
Such a process extracts only the portion of data related to
muscle contraction. The output of the pre-processing module
is Z.

The feature selection is the third module of the classification
model, and is crucial for machine learning approaches. Since
the sEMG is a spatial and temporal interference pattern of the
muscular electrical activity near the detection surface, we need
a feature capable of synthesizing a large amount of temporal
and spatial data. Dynamic time warping (DTW) is a technique
that can “align” two time series by returning the minimal cost
to match such signals, i.e., the DTW outputs the “distance”
between two time series [18], [36]. In other words, it can
store the similarity between two functions independently of
their distances in time or space. In this module, we first
calculate the DTW between all the pre-processed training
examples with the same labels. This approach generates the
DTW distances between the training examples inside the same
class. Next, we choose the pre-processed signal H∗

i ∀ i =
1, . . . , 6 that is closest to all elements in each class. Finally,
the module outputs the feature vector for the signal Z as
X = (dtw(H∗

1,Z), . . . , dtw(H∗
6,Z)), where dtw denotes

the DTW distance for multichannel time series.
The classification module is where we predict the gestures.

This module receives the feature vector X as an input and
outputs the predicted gesture Y . The predictive model is given
by the following equation

ψ(X) = argmax
y∈{1,2,3,4,5,6}

P(Y = y|X) , (1)

subject to the constraint that the conditional probability that
maximizes (1) is equal to or greater than λ, i.e., the minimum
probability for X be classified. Otherwise, X always receives
the no-gesture label. In this work, we used a feedforward
neural network (FNN). We opt for a shallow FNN having only
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three layers: input, hidden, and output. We used 6 neurons in
each layer, so the neural network topology is 6×6×6. It should
be noted that the input layer receives the signal X standardized
by (Xj −µ)/σ, where µ and σ denote the mean and standard
deviation of X, respectively, with j = 1, 2, . . . , 6.

Post-processing is the last module of the system model.
It is responsible for processing the data before presenting it
to the user. This module processes the classifier’s response
by eliminating consecutive labels. We use a time delay of
one observation for this task. For example, the classification
module outputs two labels ψ(X)k−1, ψ(X)k for some k ∈ Z+.
When the label ψ(X)k is equal to ψ(X)k−1, the current
module returns ψ(X)k = no. Otherwise, we return the label
ψ(X)k unchanged.

III. SEGMENTATION PROCESSING

In this section, we propose some modifications to the
original study. As stated in the previous section, the authors
in [18] do not explore some parameter adjustments. For
example, in [18], the threshold responsible for the muscle
activity detection τu has the same value for all subjects.

A. Gesture Detection

There are several approaches to segmenting an sEMG sig-
nal, such as sliding windowing and gesture detection. Sliding
windowing methods use windows of fixed length to segment
the data at each moment, in which they can overlap or be
adjacent to each other. However, we used a gesture detection
technique. Such a method identifies the beginning and end of
the muscle activity, resulting in the signal range where there
is only the desired information.

We start by defining the input signal as the matrix E =
[E1; . . . ;E8] ∈ [−1, 1]m×8, where the column vector
Ei = [Ei1, . . . , Eim]T corresponds to the ith channel of
E, with i = 1, 2, . . . , 8, and m is the number of points
acquired by a time window W . In the first step, we take the
absolute values of E by rectifying it, which results in the new
signal R = abs(E) ∈ [0, 1]m×8. The second step consists of
filtering R with a low-pass Butterworth filter Φ with a cutoff
frequency of 10 Hz [37]–[40]. This process yields the signal
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Fig. 4: Filtered signal Vi of an one-channel rectified sEMG
Ri.

V = Φ(R) ∈ [0, 1]m×8. Fig. 4 shows the envelope Vi of the
one-channel signal of Fi in Fig. 2. We decrease the dimensions
of the data in the third step by summing along the channel
axis of V, which results in S = sum(V) ∈ [0, 8]m×1. In the
fourth step, we analyze the signal in the frequency domain.
We use the short-time Fourier transform (STFT) to compute
the spectrogram PC = S(S) ∈ C26×p of S, dividing the
sampling frequency interval [0, 100] Hz into 26 points, where
p = floor((m − 10)/15) and m is the length of E, R and
V [41]. We take the modulus of PC and sum its columns,
obtaining the vector U ∈ R26×1 in the fifth step.

The last step consists in extracting the gesture of interest
muscle activity sEMG. We denote by is as the beginning of the
hand movement and ie as the end. It is worth highlighting that
both indices are obtained from U. We analyze the entries of U
and save the indices where the difference of two consecutive
values is equal or greater than τu. Thus, we set is and ie as
the first and second indices, respectively. We also determine
a fixed range of points a where ie − is must be greater. In
other words, if the difference ie− is is less than a points, then
the segmentation returns the signal Z = V. Otherwise, we
segment V, obtaining Z = V(is : ie, :). One can notice that
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Fig. 5: One-channel sEMG data signal and its respective pre-
processed version: (a) Filtered; (b) Segmented.
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such a segmentation procedure outputs signals with different
lengths, depending on the duration of muscle activity. Next, if
is = 1 and ie = m, we return the no-gesture label and proceed
directly to the post-processing module. Otherwise, we send the
resulting signal Z to the next module. One can notice that the
pre-processing module will output an unsegmented signal in
two cases: the muscle activity is shorter than a points, and
when the module cannot segment the muscle contraction at
all. Fig. 5 depicts the one-channel sEMG signal compared to
its filtered and segmented versions. Fig. 6 summarizes all the
operations until segmentation,

SEGMENTATION
Rectify E → R = abs(E) ∈ [0, 1]m×8

Envelope E → V = Φ(R) ∈ [0, 1]m×8

Φ is a low-pass Butterworth filter
Segmentation of V:

Sum along the channel axis → S = sum(V) ∈ [0, 8]m×1

Spectrogram → PC = S(S) ∈ C
26×p

Modulus of PC → P ∈ R
26×p

Sum along the columns of P → U = sum(P) ∈ R
26×1

Detect the muscle activity by finding is and ie where U > τu

Segment V → Z = V(is : ie, :)

If (ie − is) < a:
Z = V

Else if is = 1 and ie = m:
V receives the no-gesture classification
Else:

Fig. 6: Block diagram of the segmentation processing.

B. Muscle Activity Detection Threshold

Choosing the muscle activity threshold value τu can be
a challenging task. Such a value depends on the entries of
the array U, which is composed of low- and high-magnitude
components that refer, ideally, to the relax and gesture of
interest, respectively. Since this array carries information about
the sEMG signals from the muscles, we expect each person
to have his/her own τu. That is, although a given gesture
requires the contraction of a specific group of muscles, the
contraction strength is a more particular characteristic that may
vary between different people.

Fig. 7 depicts the segmentation of two training examples
from the same gesture and person using different threshold
values. It is worth highlighting that the base value used in [18]
was τu = 10. Fig. 7(a) illustrates the segmentation result using
τu = 16 and the raw one-channel sEMG. One may notice that
such a threshold value selects the beginning and end of the
gesture of interest. However, the wrong choice of τu can give
us the segmentation in Fig. 7(b), which was generated using
the base threshold value τu = 10. In this example, the signal
did not have segmentation, which resulted in the selection of
the entire filtered signal. Therefore, the usage of this threshold
value does not result in the extraction of muscle activity.

Fig. 8 shows another example of what may happen when
we wrongly choose τu. In Fig. 8(a), we perform segmentation
using τu = 16, and as in the scenario depicted in Fig. 7(a),
the processing selects a time range where there is, most likely,
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Fig. 7: Segmentation and raw sEMG from the same data
example with different threshold values: (a) τu = 16; (b)
τu = 10.

only the muscle contraction. On the other hand, we used
τu = 13 in Fig. 8(b). As a result, the segmentation was faulty.
Despite selecting the beginning of the gesture precisely, the
segmentation was unable to track the end.

Since there are many threshold values τu that can be ade-
quate, we treat the threshold as a hyperparameter, transforming
its search into a fine-tuning problem. A common method to
solve such a problem is using validation. In this section, we
propose to use the k-fold cross-validation method. In such an
approach, we divide the training dataset, which is composed
of five data examples, into five folds for cross-validation, as
depicted in Fig 9. We utilized the k-fold cross-validation for
k = 3, 4, 5. Fig. 10 illustrates the folds used in each iteration
of cross-validation. We used folds 1, 2, and 3 as validation sets
for the 3-fold cross-validation. In the 4-fold, we worked with
folds 1, 2, 3, and 4. Finally, we used all folds in the 5-fold
cross-validation approach. Table II shows the best values for τu
that we found with the cross-validation method. As expected,
the best threshold value changes from subject to subject.
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Fig. 8: Segmentation and raw sEMG from the same data
example with different threshold values: (a) τu = 16; (b)
τu = 13.

d1 d2 d2 d3 d3 d4 d4 d5 d5 d1

d1 d2 d3 d4 d5 d1

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Training

Dataset

Fig. 9: Training dataset splitting for the cross-validation pro-
cedure.

IV. RESULTS AND DISCUSSIONS

In this section, we present the simulation results. We
designed some experiments to evaluate the cross-validation
method in the current testing dataset. We also compare the
performance using validation with the results reported in [18].

The testing dataset Dtest has a total of 10 healthy volunteers.
Considering only the testing set, each person recorded 30
examples of each gesture of interest. Due to this and the
fact that our aim is to develop individual classifiers, one may
consider having 10 testing datasets with 150 examples each.
It is worth highlighting that the classification accuracy of the

d1 d2

d2 d3

d3 d4

d3 d4 d5

d1 d4 d5

d1 d2 d5

Iteration 1

Iteration 2

Iteration 3

d3 d4d1 d2 d5Iteration 4

d3 d4d1 d2 d5Iteration 5

3-fold

4-fold

5-fold

Fig. 10: Training and validation sets for 3-, 4-, and 5-fold
cross-validation in each iteration.

TABLE II: Best threshold values τu for each subject obtained
by cross-validation.

Subject

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10

τu,3cross 10 13 12 15 16 10 17 10 13 19
τu,4cross 10 13 15 15 17 10 19 10 13 19
τu,5cross 10 13 15 15 17 19 19 10 13 19

simulations is computed by averaging the outcome of 100
independent trials.

The baseline classification model has mtrain = 400 and
mtest = 500 with a stride between two consecutive time
windows equal to 10 points in the data acquisition module.
We used a 5th order Butterworth filter with a cutoff frequency
of 10 Hz in the pre-processing module. Additionally, the
frequency range of the spectrograms is [0, 100] Hz divided
into 26 points. In this calculation, we used Hamming windows
of length equal to 25 points, with a stride of 15 points. We
chose the muscle activity detection threshold as τu = 10 for
all the subjects. We set the minimum length of segmentation
as a = 100 points. In the classification module, the constraint
for the conditional probability was λ = 0.5, the regularization
weight of the ℓ2-norm equal to 0.01, and the learning rate of
0.01. We used the hyperbolic tangent function in the hidden
layer and the softmax transfer function for the output layer.
We trained the FNN with the cross-entropy cost function and
gradient descent methods [27], [42]–[44]. The neural network
topology used was 6× 6× 6. It is worth mentioning that this
is the same configuration as in [18].

The datasets we used for this work are part of [18] and
can be downloaded at https://drive.google.com/drive/folders/
1ZCsaHNc08MYvOS1lfMC wchioix6srpB, along with the
Matlab code for the baseline model. The python code for the
proposed model presented in this study can be downloaded at
https://github.com/gschaves/gabriel cbic23.git, as well as the
datasets and the parameters setup.

The experiment consists in comparing the mean accuracy
classification of the baseline model and the proposed model.
The proposed model is the baseline setup but the threshold
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value, which was acquired by validation. Hence, we evaluate
both classification models under the same conditions. We used
the same testing datasets for each model to properly compare
the results.

We used the 3-, 4-, and 5-fold cross-validation methods
described in Section III-B to tune the hyperparameter τu.
We considered the range of 10 to 20 as the search space.
This range of values was obtained by analyzing the entries of
U, the array where we extract the indices for segmentation.
Another reason we chose such a range was the threshold
τu = 10 used in the baseline model by the authors in [18].
The proposed classification models used the best threshold
values, presented in Table II. It can be seen in Table III that
with such values, all models with cross-validation achieved
better mean classification accuracy and standard deviation
compared to the results of the baseline model. The 3-fold
cross-validation method reached (92.0 ± 0.8)%, an increase
of 1.9% in the mean accuracy compared to the baseline. By
using 5-fold cross-validation, we achieved 2.9% more mean
accuracy than the baseline model. The best classifier was the
4-fold cross-validation, which produced (93.6±0.7)% of mean
accuracy and standard deviation. On the other hand, the model
without gesture detection reached a mean accuracy of 88.1%,
representing the worst result among the experimented models.

It is worth reminding that cross-validation is performed
in the learning stage. In other words, such a method only
interferes with the training process, making the model take
more time to be trained. Due to that, its implementation
does not increase the system response in the testing. Hence,
the proposed model achieves the same classification window
processing time reported in [18] of 11 ms.

TABLE III: Mean accuracy and standard deviation results for
different classification models, where “no seg” is the model
without gesture detection, 3fCV represents the τu tuning by
the 3-fold cross-validation method, 4fCV is the 4-fold cross-
validation, and 5fCV is the 5-fold cross-validation.

Model Accuracy (%)

baseline + no seg 88.1± 0.1
baseline 90.1± 0.8

baseline + 3fCV 92.0± 0.8
baseline + 4fCV 93.6 ± 0.7
baseline + 5fCV 93.0± 0.7

Another interesting result to evaluate is the individual per-
formance of the proposed model using 4-fold cross-validation.
In other words, we look at how the system performs when
considering each subject separately. Table IV depicts the mean
accuracy and standard deviation that we have achieved for each
subject model. It is worth highlighting that the results were
calculated by averaging the 150 test examples for each person
and the outcome of 100 independent trials. The mean accuracy
we reached ranges from 78.1% to 99.9%, which shows that the
sEMG data can drastically vary from person to person. Even
in our case, where each subject has an individually trained
model, the sEMG signal patterns may differ due to the unique

ways that each person performs a hand movement. Evaluating
the model in this manner, we attained a performance of
(93.6± 6.7)%.

TABLE IV: Mean accuracy and standard deviation results
for each subject separately considering the proposed model
(baseline + 4fCV).

Subject Accuracy (%)

#1 97.8± 0.7
#2 97.2± 0.8
#3 78.1± 3.6
#4 96.0± 0.2
#5 88.5± 4.8
#6 88.0± 1.6
#7 92.3± 2.7
#8 99.9± 0.3
#9 98.8± 0.5

#10 99.9± 0.1

V. CONCLUSION

A classification system using ANN and dtw features was
able to classify six hand gestures using sEMG data from
10 healthy people as the input. An important part of the
system is the segmentation performed by the pre-processing
module. In order to reach better results, we used user-specific
setups in the segmentation processing for each person. Every
model using any validation method attained better results
than the baseline configuration and the model without any
segmentation. However, the best performance was 93.6%,
which we achieved by using 4-fold cross-validation to train
individual hyperparameters. Furthermore, we conclude that
each person has a unique way of performing a hand movement,
as expected.

For future research, we can increase the classifier mean
accuracy and standard deviation by using other validation or
segmentation techniques since several research works reached
great results by combining the sliding window approach with
gesture detection.
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