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Abstract—A large portion of railway expenses is in the work-
force’s payment. Although there are specialized professionals
whose function is to appoint the drivers to the trains eco-
nomically, many uncertainties exist at the time of the decision,
leading many drivers to carry out idle cycles. Machine learning
techniques are ideal for generalizing new scenarios from a
training database and can be applied to reduce uncertainties
in many problems. The literature shows that there are few
machine learning applications in crew scheduling and rostering,
especially in railways. In this study, applied at a Brazilian
railway operator, in the first step, exploratory data analysis
techniques are used together with the rules generated by a
decision tree to create and apply guidelines to reduce idle crew
cycles. In the second step, five machine learning algorithms are
evaluated to automate and improve the process: neural network,
support vector machine, decision tree, random forest, and the
Autonomous Learning Multi-Model System (ALMMo). Although
the first step got acceptable results and has been applied in
the company, the machine learning models improved the result,
showing an accuracy above 86% on average, which meets all
service levels established by the company. Finally, the decision
tree, the random forest, and the ALMMo were considered
suitable solutions for application in the company due to their
performances and characteristics.

Index Terms—railway, machine learning, crew scheduling

I. INTRODUCTION

Having only a tiny portion of the Brazilian transport matrix,
railway companies seek to reduce costs and optimize processes
to become increasingly competitive. Within operating costs,
the qualified labor expenses stand out, which include payment
for unproductive hours, that is, hours waiting for the train’s
arrival, overtime, displacement, food, and hotel costs [1].

In addition, inadequate planning can lead to not having
enough train drivers to meet the demand. The need for drivers
is a problem that affects rail operators all over the world. In
2019, it was reported in The Times that over 35,000 trains
were canceled in the last six years due to a lack of crew [2].
In this context, reducing idle cycles for train drivers directly
generates financial savings for the company and can also avoid
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the lack of train conductors since, if dismissed, the driver can
be available again in his depot earlier. The forecast of the
driver’s actual utilization in his cycle can be performed through
computational intelligence models.

Although the fundamentals of machine learning were de-
veloped in the last century, it was only with the increase
in the processing capacity of computers that these models
gained wide application. Currently, computational intelligence
is successfully used in several sectors, such as medicine, law,
games, self-driving cars, art creation, and transport. On the
railroad, the use of machine learning is very concentrated in
the area of maintenance and inspection, with its utilization
in crew scheduling and rostering being a field still under
development, with a lot of opportunity for further studies [3].

The main objective of this work is to develop a solution,
based on computational intelligence techniques, to reduce the
number of drivers allocated in a section of a Brazilian railroad.
In the study, guidelines will be created for the dismissal
of surplus drivers, and the performance of machine learning
algorithms will be evaluated for application in the company.

The remainder of this paper is structured as follows: lit-
erature review in Section II, problem formulation in Section
III, the theoretical basis of the study in Section IV, then the
experiments and results are discussed in Section V, and finally,
Section VI concludes the paper.

II. RELATED WORK

The Crew Scheduling Problem (CSP) [4] is under constant
research in the scientific community. However, these applica-
tions are often restricted to optimization techniques, such as
linear programming or even metaheuristics.

In [5], the authors describe the main concepts of crew
rostering:

• Task: A one-time job, such as taking a train from Yard
A to Yard B.

• Duty: A set of tasks to be done in a cycle.
• Depot: Location where the service starts and ends. Ide-

ally, the driver’s location should also be his city of
residence.

• Rostering: To assign a task to a driver.
• Over-Covered Task: Allocate more than one driver for

the same task without being necessary. Despite initially
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seems expensive, the over-covered train may be needed
to reduce the overall cost.

Machine learning techniques are often used to solve railway
problems. But, as described by Tang et al. [3], the researches
are more concentrated on maintenance and inspection. After
extensive research, the only publication with an application
of machine learning in Railway Crew Scheduling Problem
(RCSP) found was the one developed by Gattermann-Itschert,
Poreschack, and Thonemann [6]. The authors model a random
forest to predict if the planner would consider a duty good
or bad to integrate it into the optimization algorithm later.
With this approach, they reduced the number of adjustments
made to the crew scheduling provided by software. Using
computational intelligence techniques allied to the CSP is a
little more common in air transportation as seen in [7] and
[4]. Both utilized neural networks to reduce the computation
cost of their CSPs.

Rodrigues [1] used the simplex method of linear program-
ming to generate the most economical crew allocation on the
Brazilian railway path from the city of Juiz de Fora to Lafaiete
city, thus automating the crew rostering process. In this study,
it was not evaluated whether a spare train driver should be
dismissed or over-allocated.

III. PROBLEM FORMULATION

In the Brazilian railway company analyzed, MRS Logı́stica
S.A., as described in [1], the assignment of a train to a specific
driver is only done in the daily crew schedule, also called
ultra-short-term planning [5]. This allocation is made with a
range of only the next twelve hours due to the ore trains not
having a fixed timetable to run, performing a cycle of loading
and unloading in sequence depending only on demand and the
performance of the terminals. Twelve hours is considered the
maximum range of confidence for forecasting train arrivals.

This research focuses on implementing computational intel-
ligence in the assignment of railway crew with an ultra-short-
term view in the Brazilian railway company. This allocation
is carried out by the position of the “crew scheduler”. The
rostering input data is the train arrival forecast in the next
twelve hours, the arrival time of drivers in the analyzed depot,
and their qualifications. More specifically, this paper will focus
on the allocation of drivers in two yards: the FDT yard, located
in the city of Juiz de Fora, and the FJC yard, located in the
city of São Brás do Suaçui, both in the Brazilian ore carousel.

According to Rodrigues [1], the train driver from Juiz de
Fora has only one possible type of duty: to drive a train
from FDT to the city of Lafaiete, heading to the rest time
regulated by law lasting 10 hours, after this time, he will be
driven by car to FJC, where he will conduct a train to the
city of Bom Jardim, returning by car to his depot in Juiz
de Fora, leaving then for the day off. For some operational
reasons, some drivers can go from FDT to Lafaiete city and
not make the second part of the duty, but those are exceptions.
Considering unproductive times, in transport, on the train, and
at rest, it is likely that the driver will be available at FJC on the

day after the start of duty. The FDT driver’s cycle is illustrated
in Fig. 1.

The general rules for assigning a train to a driver are:
• A train driver should only be allocated to a task that he

can fulfill within the working hours regulated by law.
• Train delay due to lack of driver must be avoided.
• The driver’s waiting time (idle time) must be minimized

as long as it does not generate major impacts on train
circulation.

In a scenario with a driver in surplus, the driver’s allocation
according to the FIFO (First-in First out) rule would occur
according to the example in Table I.

In this FIFO scenario, the drivers are waiting long for the
trains, and the last employee is being left over. Considering
the reduction of waiting times for drivers and without causing
train delays, it will be up to the crew scheduler to adjust the
rostering to become more economical, as seen in Table II, in
which trains have been assigned to a driver more economically.
The remaining driver may be dismissed from duty or allocated
on the next train, which will be over-covered. The advantage
of the dismissal is the direct economy for the company of
not having to spend on unproductive hours, car travels, and
hotel for this driver. However, if this driver does not take the
train from FDT to Lafaiete city, he will not be at FJC the
next day to drive trains, which can cause a lack of drivers at
FJC, depending on the daily demand. For this reason, even
without the need in the first train, the driver is generally not
dismissed, and the train goes over-covered. But this driver may
also be idle on the way back, returning in a train over-covered,
performing an entire cycle completely idle.

Considering that the driver is only available at FJC the day
after the start of his duty at FDT, it is clear that when this
driver is assigned to the first train, given that the rostering
range is of only twelve hours, it is not possible to know at
this first moment if he will be needed at FJC. It is not known
which train or even if there will be a train for his return from
FJC. It was adopted as a rule in the company’s crew rostering
that the surplus driver should always be assigned to a train
since, due to the lack of information, it was better to have

Fig. 1. FDT Driver’s Cycle.
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TABLE I
EXAMPLE OF A CREW SCHEDULE WITH A SURPLUS DRIVER.

Driver Driver’s Arrival Time Train Train’s Arrival Time
Driver 1 8:00 Train A 9:00
Driver 2 10:00 Train B 12:00
Driver 3 16:00 Train C 18:00
Driver 4 17:00 Train D 19:30
Driver 5 19:00

TABLE II
EXAMPLE OF AN OPTIMIZED CREW SCHEDULE WITH A SURPLUS

DRIVER.

Driver Driver’s Arrival Time Train Train’s Arrival Time
Driver 1 8:00 Train A 9:00
Driver 2 10:00 Train B 12:00
Driver 3 16:00
Driver 4 17:00 Train C 18:00
Driver 5 19:00 Train D 19:30

surplus drivers at FJC than shortages. Furthermore, this lack of
information prevents an optimization-only solution from being
performed. The arrival of train drivers at FJC is directly linked
to the scenario of trains along the FDT line. To illustrate this
premise, the view of the train graph will be used, in which
the yards passed by the train are on the y-axis and the time
on the x-axis. In Fig. 2, there is a big gap in train arrivals in
Juiz de Fora (FDT), meaning there will be five hours without
train drivers getting trains for Lafaiete, causing a five-hour
gap without drivers arriving at FJC. It would be essential to
put more than one driver on the train that precedes the gap
in circulation, if there are surplus crew, because when these
drivers in surplus arrive at FJC, they will fill the future gap in
drivers’ arrival.

In the case of Fig. 2, it seems logical to over-cover a train,
as FJC will not receive train drivers for many hours. However,
some scenarios are not so simple to understand. For example,
in Fig. 3, there is not a significant gap in train circulation,
but besides having fewer trains in the day, these are more
spaced from each other. In comparison, the daily scenario of
FDT varies greatly, according to Fig. 2 and to Fig. 3, and the
scenario of FJC tends to have a constant flow of trains without
significant variations.

As noticed, there are many different circulation scenarios

Fig. 2. Scenario with a Great Gap in Circulation.

Fig. 3. Scenario with Few Trains.

at FDT, and it needs to be clarified when over-covering a
train is necessary. The problem to be studied is reducing
train drivers’ idle cycles, in the yards FDT and FJC, by
forecasting the need to over-cover a train in the ultra-short-
term crew rostering. Classification machine learning models
will be utilized to provide information on the real need of
a surplus driver after the crew scheduling optimization has
been performed, either manually as is currently done by the
company, or as solved by Rodrigues [1]. That is, after the crew
scheduling of a depot concludes that the driver is not needed
on the first trip, the machine learning model will predict if the
driver will be needed on the second trip. If not needed on both
trips, he can be dismissed from this duty, saving costs for the
company. As shown previously, the related works focused on
reducing the computational cost of the optimization, while this
methodology utilizes machine learning to reduce even more
the economic costs of the operation after the optimization is
done.

IV. THEORETICAL FOUNDATION

The decision tree is a learning model that consists of the
subdivision of the space of instances according to the vari-
able’s value that represents the best reduction in the impurity
measure [8]. One of the significant advantages of the decision
tree is that it is possible to understand the paths that led the
model to classify data in a specific category.

According to Breiman [9], the random forest is a classifier
consisting of a collection of k decision trees h(x, θk), where
θk are random vectors that control the parameters of the trees.

The support vector machine (SVM) is a machine learning
model that searches for the hyperplane that increases the
margin of separation between the classes [10]. To predict data
that are not linearly separable, kernel functions are used to
map the data into a new dimensional space.

The feedforward neural network is a nonlinear model com-
posed of connected layers of artificial neurons. The learning of
a feedforward network is done by updating the weights of each
connection through the propagation of the partial derivative of
the error function from the last layer to the first one [11].

The Autonomous Learning Multi-Model System, or ALMMo
[12], can be understood as a grouping of systems based on
AnYa type fuzzy rules. This nonparametric and evolutionary
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model makes no assumptions about the data, does not need to
adjust hyperparameters, and is updated with each new input
without retraining the model on the entire database.

The Wilcoxon test [13] is a nonparametric statistical test
based on ranks and can be used on dependent data, such
as, for example, comparing data before and after an event or
comparing results of two algorithms on the same data.

V. EXPERIMENTAL RESULTS

A two-step study was developed with the objective of
resource-saving by predicting when to dismiss a driver when
he is a surplus in the first part of his cycle in the FDT yard. An
initial data analysis study was carried out in 2019 and machine
learning models were evaluated to get better solutions in 2022.

The machine learning models were run in the Python 3.7
language and using the Scikit-Learn [14] library, with the
exception of ALMMo. The computer utilized has an AMD
Ryzen 7 5800X 8-Core 3.80 GHz processor, 16.0 GB of RAM,
and Windows 11 Pro.

The database was built from several train scenarios between
the years 2018 and 2022, in which each sample represents an
over-covered train in Juiz de Fora city. The data were extracted
from the company’s train circulation software and from the
crew allocation system. The variables were chosen by the
“crew schedulers” according to what could have a relationship
with the drivers’ idle cycles in the daily work. The following
variables were selected:

• T Drivers: total number of drivers on the train;
• N Drivers: total number of drivers on the train who will

be at FJC in the future;
• N Trains Before: numerical variable representing the

number of trains that passed before the over-covered
train in a four-hour range. This range was defined due
to the Brazilian railway driver’s shift limit being of 12
hours. That is, if he performs an eight-hour job, he can
be unproductive for a maximum of four hours. This
variable and the next one seek to evaluate how much
the scenario was saturated with trains and was separated
into “before” and “after”, due to the practical experience
leading the crew scheduler to believe that the scenery
after the train would have greater influence in idle cycles
than the previous one;

• N Trains After: similar to the previous variable, but to
measure the number of trains after the over-covered one.

• Headway Before: numerical variable representing the
number of hours that passed between the last train and
the over-covered one.

• Headway After: similar to the previous variable, but with
the headway of the over-covered train and the next one.

• Train Type: categorical variable that represents the type
of the train, whether it was iron ore or general cargo.

• Weekday: day of the week (categorical).
• Time: morning, afternoon, or night (categorical).
• T: the target variable. “OK”, if the surplus driver was

necessary and “N” otherwise.

The database contains 997 samples, 521 correctly over-
covered trains, and 476 with full idle cycles. The data was
considered as balanced. Table III represents a small example
of the database.

A. 2019’s EXPERIMENT

In 2019, as there needed to be more information about
the real need of the drivers in the return stage of their
cycle, all drivers in surplus in the FDT schedule were not
dismissed. Introducing new technologies to change processes,
in addition to obtaining valuable data, can be a very time-
consuming process to implement in the corporate environment.
Aiming at a palliative and quick-to-implement solution to
the aforementioned problem of idle cycles, a study of data
analysis was carried out and a construction of a decision tree
was proposed to generate explicit rules to be followed. This
initial study was simplified due to the need to have a quick
solution to the problem, even if not ideal. The decision tree
was chosen because it is possible to know its internal rules
and, therefore, apply these rules in the operation, while there
was no environment in which the direct application of machine
learning was possible.

In this first stage, with the base still under construction, only
eighty samples and the variables T Drivers, N Drivers, Head-
way Before, Headway After, and T were used. To compare
the linear correlations, the values of the target variable T were
converted to a number, with “OK” being transformed into 0
and “N” into 1. So a significant and positive linear correlation
between a variable and the target means that the greater this
variable is, the greater the probability of an idle cycle to occur.

The correlations between the variables and the target (T)
are in Table IV. From it, it can be noticed that the gap after
the over-covered train has a higher correlation, in absolute
value, than the past one. This high correlation can be explained
because when over-covering before the gap in circulation, the
surplus driver will be available at FJC when there will be no
other drivers there.

For the tree’s construction, it was defined to have a max-
imum of two levels below the origin. After all, a larger
tree would generate many rules to be analyzed by the crew
scheduler, which could lead to confusion, slow decision-
making, and even difficulty in implementing the process. The

TABLE III
DATABASE EXAMPLE.

T N Trains Trains Head. Head. Train Day Time TDriv. Driv. Before After Before After Type
2 2 3 2 0,75 1,25 HH Wed Morn. N
2 1 1 3 0,50 1,50 HH Thu Morn. OK
2 2 2 4 2,00 0,50 HH Thu After. OK
2 2 1 5 0,50 0,50 GC Thu Night N
2 2 5 4 0,50 1,00 HH Fri Night N

TABLE IV
LINEAR CORRELATIONS.

T Drivers N Drivers Headway Headway
Before After

Target 0.14 0.2 0.13 -0.42
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database was divided between train and test in the proportion
of 80% and 20%, respectively, and the code was executed 100
times. The classification metrics [15] are displayed in Table
V.

As can be noticed, the accuracy of the model was around
70%. This is likely because few data was collected, and few
variables were evaluated for the model. The gap and number
of drivers may be one of many factors to be taken into account
for performing an idle cycle. In addition, with a small base,
many scenarios may have yet to be considered.

Analyzing the decision tree generated by the data in Fig.
4, it can be noticed that it classifies all samples with Head-
way After less than 1.795 hours as “idle cycle”. Samples
with Headway After greater than 1.795, if with three or more
drivers traveling (N Drivers) will also be classified as “idle
cycle”. Classification as a “useful cycle” only occurs with a
Headway After greater than 1.795 and two or fewer N Drivers
on the train.

The tree classification rules have been simplified in the
following guideline: To only over-cover a train if the gap after
this train is greater than two hours. This guideline became
known as the “Over-Covering Rule” and began to be applied
in the crew schedule from the second quarter of 2019. Fig. 5
shows the number of train drivers who performed idle cycles,
per quarter, from 2018 to 2022. It can be noticed that after
using the “Over-Covering Rule”, the number of idle cycles
drops significantly. At the company’s request, the number of
train drivers was represented as a percentage of the worst result
in the first quarter of 2018. The target value desired by the
company for idle cycles to be performed is displayed in red,
which is also reduced each year.

It can be noticed that following the rule made idle cycles
drop more than half the initial value. In addition, at the end of
2019 and in 2020, the values were well below the maximum
desired by the company. As of 2021, there was a slight increase
in idle cycles performed. Since the creation of the guideline,
there needed to be an updated analysis of the data or updates to
the rules. Over time the policy became less efficient. Even so,
it maintained a very appropriate level of reduction compared
to the quarters in which the guideline was not yet applied.

TABLE V
DECISION TREE RESULTS.

Accuracy Precision Recall F1 Score
Tree 0.70 ± 0.10 0.68 ± 0.10 0.70 ± 0.18 0.67 ± 0.10

Fig. 4. Decision Tree that Generated the “Over-Covering Rule”.

Fig. 5. Idle Cycles vs Reduction Expected by the Company.

B. 2022’s EXPERIMENT

At the end of 2022, five machine learning models were
evaluated in the complete database to improve the previous
results: neural network, SVM, decision tree, random forest,
and ALMMo.

The choice of models is mainly due to their characteristics,
such as the understanding of their internal rules, in the case of
the decision tree, being evolutionary for ALMMo, and being
algorithms of high predictive power with many applications in
the literature, such as the neural network, SVM and random
forest. To simplify the terminology, the neural network will
also be identified as “MLP”, the decision tree as “Tree”, and
the random forest as “Rnd.”

The categorical variables were converted with the Ordinal
Encoder from the Scikit-Learn [14] library, and all data were
scaled from 0 to 1, because learning methods such as SVM
and MLP are sensitive to the scale of the variables.

To define the hyperparameters of each algorithm, the Grid
Search [16] was used with cross-validation of 5 folds. In
Table VI are the selected hyperparameters. For ALMMo, as
this model is nonparametric, there was no hyperparameter
adjustment step.

TABLE VI
SELECTED HYPERPARAMETERS.

Model Parameters Values

Neural
Network

Hidden layers (3,2)
Hidden layers’ activation function Tanh
Solver Adam
Alpha (regularization) 0,001
Learning rate Constant
Initial learning rate 0,001

SVM

C (regularization) 0,01
Kernel ‘poly’
Kernel function coefficient 10
Kernel function independent coefficient 10
Kernel’s polinomial degree 3

Decision
Tree

Division criteria Entropy
Maximum number of variables to perform division 5
Max tree depth 5
Minimum number of samples to perform division 10
Minimum number of samples in leaf 2
Maximum number of leafs 9

Random
Forest

Number of trees in the ensemble 40
Division criteria Gini
Maximum number of variables to perform division 6
Max tree depth 8
Minimum number of samples to perform division 2
Minimum number of samples in leaf 3
Bootstrap True
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The database was divided into 80% for training and 20%
for testing and trained in the five mentioned learning models.
The experiment was repeated 100 times, randomly reordering
the base. Afterward, the mean and standard deviation were
computed for accuracy, precision, recall, and F1 Score. The
results were compiled in Table VII

The nonparametric Wilcoxon test was used to verify the
statistical significance of the results. The null hypothesis
represents that the data come from the same population,
and rejecting it means that the data come from different
distributions. The statistical significance used was 5%. Table
VIII contains the p-values obtained, rounded to the fourth
decimal place when comparing the results of the models’
accuracies. It can be seen that the model that got the best
result, the random forest, rejected the null hypothesis against
all other models. However, the MLP did not obtain significance
when compared to the SVM, and the ALMMo did not get
significance when compared to the tree. So, it is not possible
to say that the MLP performed better than the SVM and neither
the ALMMo concerning the tree.

Fig. 6 displays the number of idle events that the random
forest would generate, showing a noticeable gain over the
current “Over-Covering Rule”. It can be noticed that with the
use of the model, the results are well below the maximum
value expected by the company, that is, reaching the desired
results with ease.

The random forest model was the one that reached the
best values in all metrics used. Therefore, it is the recom-
mended model that will correspond to the best classification
performance. However, considering that the tree and ALMMo
models performed only 4% worse than the forest, a number
that can be regarded as irrelevant in monthly crew savings,
these models can also be recommended because they have
other characteristics of interest. The decision tree is a model
that allows its rules to be very explicit. So, it becomes
a suitable model for the corporate environment, in which
decision-making is better accepted when based on detailed
rules. ALMMo has another essential characteristic for daily
operations. As seen when applying the “Over-Covering Rule”,
it became obsolete over time. The same can be said for

TABLE VII
MODELS’ PERFORMANCE (WITH STANDARD DEVIATION).

Accuracy Precision Recall F1 Score
ALMMo 0.86 ± 0.02 0.85 ± 0.03 0.86 ± 0.03 0.85 ± 0.02

MLP 0.88 ± 0.03 0.87 ± 0.04 0.87 ± 0.06 0.87 ± 0.04
SVM 0.88 ± 0.02 0.88 ± 0.03 0.87 ± 0.03 0.87 ± 0.02
Tree 0.86 ± 0.02 0.85 ± 0.04 0.86 ± 0.04 0.85 ± 0.02
Rnd 0.90 ± 0.02 0.89 ± 0.03 0.91 ± 0.03 0.90 ± 0.02

TABLE VIII
WILCOXON TEST P-VALUES FOR THE MODELS’ ACCURACY.

ALMMo MLP SVM Tree Rnd
ALMMo - 0.0000 0.0000 0.0861 0.0000

MLP 0.0000 - 0.7629 0.0000 0.0000
SVM 0.0000 0.7629 - 0.0000 0.0000
Tree 0.0861 0.0000 0.0000 - 0.0000
Rnd 0.0000 0.0000 0.0000 0.0000 -

Fig. 6. Idle Cycles with Random Forest.

machine learning models. They must be retrained with more
recent data occasionally to perform well. Then, the great
advantage of ALMMo is that it is evolutionary. It does not
need to be retrained in the entire database, only in the new
data.

VI. CONCLUSION

With the development of this work, a machine learning
solution was proposed to reduce the number of drivers per-
forming idle cycles at a Brazilian railway company. Before
the research, there were few dismissals in the company. An
initial study with a significantly reduced database created an
internal rule to only over-cover if there was a two-hour gap
between trains. This rule was applied and generated promising
results in the first years of application. Still, with changes in
the scenario, it was realized that an alternative to this rigid
guideline was necessary.

Random forest had the best performance in the classification
metrics. However, the other models had at most a 4% lower
result, thus not making such a relevant difference in the
monthly crew savings. The company has three interesting
options according to what best meets its future needs. The use
of the random forest is recommended if the company prefers
the best performance, even with small gains compared to
other solutions. The decision tree can be ideal, as it generates
better clarity of its internal rules, making it easier to apply
in the corporate environment. Finally, ALMMo is still helpful
in providing a solution that evolves without needing to be
retrained on the entire database.
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