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Abstract— Given the social importance of energy, there is 
a concern to promote the sustainable development of the 
sector. Aiming at this evolution, from the 90s onwards, a wave 
of liberalization in the sector began to emerge in various parts 
of the world. These measures promoted an increase in the 
dynamism of commercial transactions and the transformation 
of electricity into a commodity. Consequently, futures, short-
term, and spot markets were created. In this context, and due 
to the volatility of energy prices, the forecast of monetary 
values has become strategic for traders. This work aims to 
apply a computational intelligence model using Wavelet 
Transform on input values and the Extreme Machine 
Learning algorithm for training and prediction (W-ELM). 
The macro parameters were optimized using the Particle 
Swarm Optimization algorithm and for the selection of the 
input variables, a model based on Mutual Information (MI) 
was used. In the end, the methodology was compared with the 
traditional methods: Autoregressive Moving Averages 
(ARIMA) and General Autoregressive Conditional 
Heteroskedasticity (GARCH) models. Results showed that the 
W-ELM had better performance for forecasting 1 to 4 weeks 
of when compared to ARIMA. When the GARCH model 
results were considered, the proposed method provided worse 
performance only for 1 step ahead forecasting.  

Keywords—Price, Electricity, Forecasting, Wavelet, 
Extreme Machine Learning; Neural Networks.  

I. INTRODUCTION  

Electric energy is a basic source of various social 
benefits, in addition to being associated with a country's 
industrial and technological advances. The Gross Domestic 
Product (GDP) growth is intrinsically correlated with the 
increase in energy consumption, generating the need to 
increase production as there is economic development. In 
the 70s and 80s, mainly, problems in the sector's planning 
arose in several countries (both developed and 
underdeveloped), either due to poorly sizing capacity or 
poor management of state monopolies, generating crises due 
to high levels of indebtedness and inefficiency operating 
concessionaires. In this context, several countries had to 
create conditions to increase the sector's liquidity and the 
development of greater profit-generating opportunities by 
changing the competitive model [1]. With the liberalization 
of energy markets, price forecasting becomes essential for 
the success of sales agents. 

The value of energy depends on several factors, 
depending on the form of relationship between players in 
the trading environment, determined by local legislation and 
the composition of the country's energy matrix. In Brazil, 
which has spot prices defined by computer models, the 
operation depends on future scenarios, mainly composed of 

the following factors: plant reservoir storage levels, river 
inflows, load forecast, risk aversion curve, planning of 
generation and transmission expansion, inter-regional 
transmission limits, availability of generation and 
transmission equipment, cost of thermal generation, cost of 
possible energy deficit and a discount rate [2]. The objective 
of this work is to carry out a forecast of energy prices in the 
Brazilian Free Market for up to 4 weeks ahead. For this, the 
price curve and exogenous variables that are most correlated 
were used. The model used was the Extreme Learning 
Machine algorithm, which is composed of a single-layer 
feedforward neural network, with inputs decomposed by 
Wavelet’s transform.  

This decomposition tool has been used successfully due 
to its ability to transform series into their high and low-
frequency elements, enabling the capture of breaks, 
discontinuities, and particularities of the original data [3]. 
Since there is great volatility in energy prices, the analysis 
under the aspect of frequency decomposition makes the tool 
useful for learning patterns that are not easily observable 
through traditional models that adapt to more linear or 
smoothed series. In the energy market, several works have 
been published using the combination of Wavelet 
Transform (WT) and Neural Networks, as in [4] that 
proposed an adaptive wavelet neural network (AWNN), in 
[5] which developed a model combining discrete wavelet 
transform (DWT) and stochastic recurrent wavelet neural 
network (SRWNN) and in [6] that used a scheme combining 
WT, stacked autoencoder (SAE) and long short-term 
memory neural network (LSTM). In addition to these, there 
are several examples, some of which will be cited in the next 
paragraphs. 

 Analyzing the general literature on energy price 
forecasting, there has been an increase in publications from 
2000 onwards. Initially, there was a considerable number of 
works focusing on regressive models. In the work of [7], the 
Autoregressive Conditional Heteroskedasticity (GARCH) 
method was presented. [8] and [9] used ARIMA models. In 
the work of [10], hybrid models were introduced, making 
predictions through dynamic regression combined with 
Wavelet functions. The first proposition of a tool with 
computational intelligence method was elaborated by [11], 
where fuzzy neural networks were applied to predict the 
energy price in the Canadian market. 

In the last 5 years, there has been a trend towards 
research into hybrid models. As in [12], which presented a 
model with inputs decomposed by Wavelets, Neural 
Networks with a descending stochastic gradient, combined 
with a bat algorithm for learning. Or in [13], in which the 



authors used the Wavelet transform to extract characteristics 
from the input data, performing the inverse transform for the 
high and low frequencies components. So, the prediction 
was performed by a generic neural network. For the 
adjustment of parameters, an algorithm called Improved 
Method of Adapting to the Environment (IEAM) was used. 
In [14], the authors propose a model based on Swarm 
Particle Optimization (PSO), Variational Mode 
Decomposition, Seasonal Auto-Regressive Integrated 
Moving Average (SARIMA), and deep belief network 
(DBN). Also, [15] presents a neural network algorithm 
called Long Short-Term Memory (LSTM) with  Differential 
Evolution optimization for tunning the model. 

The main contribution of this work is the development 
of a hybrid method using Wavelet transform and Extreme 
Learning Machine, with parameter improvement through 
Particle Swarm Optimization and variable selection using 
the Mutual Information tool. The next section of this paper 
presents the tools used in the work to propose the prediction 
method. In section III, the model proposed in this study is 
detailed. Then, in section IV, the results of both optimization 
and predictions are presented. Finally, in sections V and VI, 
the analysis of results and conclusions were addressed. 

II.  MATERIALS AND METHODS 

In this section, the tools used in all steps for the 
elaboration of the proposed model will be explained. 

A. Variables selection based on Mutual Information (MI) 

To differentiate the variables that are relevant to the 
price and those that are irrelevant or redundant, a Mutual 
Information based methodology was used. First, it is 
necessary to understand the concept of MI. Its definition is 
given in terms of the probability density functions of the 
variables: 

𝐼(x; y) = න න 𝑝(𝑥, 𝑦)𝑙𝑜𝑔ଶ(
𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
)𝑑𝑥𝑑𝑦 (1) 

For the selection of variables, the two-stage algorithm 
was described by Peng, Long & Ding (2005). The first finds 
a set of candidate variables through the selection method 
called maximum relevance - minimum redundancy: 

max 𝐷(𝑆, 𝑦),  𝐷 =
1

𝑆
෍ 𝐼(𝑥௜ ; 𝑦)

௫೔∈ௌ

 (2) 

min 𝑅(𝑆),  𝑅 =
1

|𝑆|²
෍ 𝐼(𝑥௜; 𝑥௝)

௫೔,௫ೕ∈ௌ

 (3) 

max Φ (𝐷, 𝑅), Φ = 𝐷 − 𝑅 (4) 

where 𝑆 is the set of variables, 𝑥௜  and 𝑥௝ are observations of 
variables i and j, and 𝑦  is the output of the supervised 
learning model. Then, a wrapper is used that wraps the 
subsets of variables with a classifier (Naive Bayes for 
example), whose objective is to minimize the categorization 
error. 

B. Wavelet Transform 

Each time series forecasting methodology must, within 
its work context, deal with the different characteristics of the 
time series. Thus, data pre-processing, especially models 
with data dissociation at different frequencies, has the 
function of filtering noise and non-linearities [17]. 

The Wavelet Transform is a signal processing method 
that results in a useful decomposition in terms of frequency 
and time, which makes this methodology suitable for non-
stationary processes such as the energy price series [18]. 

To do so, it uses a function as a base (Mother-Wavelet) 
and performs the transform through dilated (or contracted) 
and translated versions of this equation, which are used as 
signal filters [19]. 

According to [20], the origin of this process is the 
Fourier analysis, in which the periodic function of the signal 
is generated by the superposition of complex exponentials. 
The extension of this idea is carried out through the 
generation of a space in L²(ℝ) arising from the superposition 
of contracted (or dilated) shapes and translated from the 
mother function ѱ by 

ѱ௔,௕(𝑥) = |𝑎|
భ

మѱ ቀ
௫ି௕

௔
ቁ , 𝑏 ϵ ℝ, a > 0  (5) 

where ѱ is the Mother-Wavelet, and 𝑎  and 𝑏  are dilation 
(contracted and expanded waveforms) and translation 
factors, respectively. 

To expand the data to different resolutions, a scale 
equation is used according to Eq. (6): 

 
 

𝑊(𝑥) =  ෍(−1)௞𝑐௞ାଵѱ(2𝑥 + 𝑘)

ேିଵ

௞ୀ଴

 (6) 

where 𝑁 is the number of observations in the series, and 𝑐௞  
are the Wavelets coefficients, which should be thought of 
as filters that are applied to the original data [21]. 
 

C. Mother Wavelet Selection  

An important aspect of model construction is choosing 
the ideal Mother-Wavelet. Therefore, a method based on 
Shannon's Entropy was used. According to [22], entropy is 
a measure of the uncertainty of a random variable. The 
metric also serves as a measure of joint information 
between two random variables [23]. Considering that, 
according to Gao e Yan (2010), the Mother-Wavelet that 
minimizes the joint entropy between the original signal and 
the Wavelets coefficients is the most suitable for 
decomposition, the selection of the Mother-Wavelet was 
performed using the Minimum Entropy criterion of 
Shannon. According to [12], given the Wavelet energy per 
scale (WE): 

𝑊𝐸(𝑥) = ෍ |𝑊(𝑥)|²

ே

௞ୀଵ

 (7) 

where 𝑁 is the number of Wavelet coefficients and 𝑊(𝑥) 
is the scalar coefficient. The energy probability distribution 
can be calculated by: 

𝑝௜ =
|𝑊(𝑥)|²

𝑊𝐸(𝑥)
 (8) 

Then, the minimum Shannon entropy is calculated 
according to the equation: 



𝑊𝐸(𝑥) = ෍ 𝑝௜ 𝑙𝑜𝑔ଶ 𝑝௜  

ே

௜ୀଵ

 (9) 

D. Neural Networks 

According to [24], computational learning processes 
have different characteristics and have the power to create 
other algorithms. Instead of the direct logic of performing 
the processing and generating results, these machines 
receive the inputs and the respective observed outputs from 
a system to understand and reproduce them. 
Based on the human nervous system, which has the 
capacity for plasticity, that is, to adapt to the environment, 
neural networks are mainly composed of three types of 
layers: input, hidden layers, and output. These levels can 
have several neurons, and the synapses are represented by 
the mathematical relationships between these neurons. 
These links occur simply, in practice, as follows: a 
weighted sum is calculated through an input vector x, 
multiplied by the weight w of each neuron. The result is 
passed to an activation function “φ”, which determines the 
reaction force of the output. The solution of this layer is 
then sent to the next level, where the scheme is repeated 
until the output, as shown in Fig.1. In each step, it is 
possible to add a random value called bias, which aims to 
translate the function activation to facilitate the adaptation 
of the network to the data [25]. 

 
Fig 1. Representation of a Single Layer Feedforward Neural Network. 

 Mathematically, a single-layer neural network with 𝑈 
neurons can be described based on the following equation: 

෍ 𝛽௜  𝑔൫𝑑௜𝑥௝ + 𝑏௜൯ = 𝑦ො௝

௎

௜ୀଵ

 (10) 

where 𝛽௜  is the weight value of the connection of hidden 
neuron 𝑖 to the output layer, 𝑔 is the activation function of 
the intermediate level, 𝑑௜  is the weight of the connection 
between the input and the respective node, 𝑥௝ is the value of 
the input of pattern 𝑗, 𝑏௜ is the value of bias in neuron 𝑖 and 
𝑦ො௝ is the expected output for pattern 𝑥௝ [26]. 

The purpose of the network is to approximate 𝑦ො௝  with 
the real output 𝑦௝ in a set 𝑁෩ of sample patterns so that 

෍ห𝑦ො௝ − 𝑦௝ห = 0

ே෩

௝ୀଵ

 (11) 

by modifying the values of 𝛽௜, 𝑑௜ e 𝑏௜. 

These equations can be written compactly in matrix form: 

𝐻𝛽 = 𝑌                                      (12) 

where 𝐻  is an 𝑁෩ 𝑥 U  matrix containing the values of 
𝑔൫𝑑௜𝑥௝ + 𝑏௜൯ , 𝛽  and 𝑌  are the U 𝑥 𝑚 matrices with the 
numbers of 𝛽 and 𝑁෩ 𝑥 𝑚 of 𝑦. 

E. Extreme Learning Machine 

According to [27], there are three types of network 
architecture: single-layer feedforward, multilayer 
feedforward, and recurrent networks. The first is the 
simplest, where there is an input layer that is projected onto 
an output layer of neurons, but not the other way around and 
is therefore acyclic. 

The second is distinguished from the previous one by the 
presence of one or more hidden layers. The last type is 
distinguished from feedforward forms in that it has at least 
one feedback loop. The ELM network is part of the second 
group and has only a hidden layer with U neurons, without 
feedback. 

The advantage of this algorithm is that it is not necessary 
to adjust many parameters, making it faster and more 
generalized compared to traditional descending gradient 
models. The ELM system applied in this work was 
described in [26]. To formulate the model, the authors 
proved two theorems: 

1) In a feedforward network with 𝑈  hidden neurons 
and activation function indefinitely differentiable for any 
interval, with U sampled pairs (𝑥௝ , 𝑦௝)  and 𝛽௜ , 𝑑௜  e 
𝑏௜ chosen randomly, according to any continuous 
probability distribution (thus the probability is 1), the 
matrix H will be invertible and ห|𝐻𝛽 + 𝑌|ห = 0. 

2) Given any small value for 𝜀 ⩾ 0, under the same 
conditions as the theorem above, there is 𝑁෩ < 𝑈 so that for 
any 𝑈  sampled pairs distinct from (𝑥௝ , 𝑦௝) , 
ห|𝐻ே෩ ௫ ௎𝛽௎ ௫ ௠ + 𝑌ே෩ ௫ ௠ |ห = 0.  

Therefore, the system solution lies in the minimization 
of the norm ห|𝐻ே෩ ௫ ୙𝛽୙ ௫ ௠ + 𝑌ே෩ ௫ ௠ |ห , which, in this 
model, is performed by the matrix multiplication solution 
Generalized inverse of Moore–Penrose, so that 

ฮ𝐻𝛽መ − 𝑌ฮ = min
ఉ

‖𝐻𝛽 − 𝑌‖                                      (13) 

ELM Algorithm: Given a training set T = ൛(𝑥௝ , 𝑦௝൯ห𝑥௝ൟ, 
activation function 𝑔(𝑥), and number of hidden neurons 𝑈, 

Step 1: Set randomly the input weights 𝑑௜  and the bias 
𝑏௜ , with 𝑖 = 1, … , 𝑈. 

Step 2: Compute the output of hidden layer 𝐻. 

 Step 3: Calculate the weight of the output 𝛽, according 
to (13) 

F. Particle Swarm Optimization 

The macro parameters choice (Mother-Wavelet, number 
of neurons in the hidden layer, activation function, and 
number of decompositions in the Wavelet transform), a 
Particle Swarm Optimization algorithm was used. 

The model is part of the meta-heuristic optimization 
systems, which are based on patterns in nature, more 



specifically on the observation of behavior in groups. To 
explain more simply, given a problem defined in a domain 
of dimension d, a population of N candidate solutions called 
{𝑖௜}, 𝑖 𝜖 ℝ is randomly determined where each 𝑖௜  moves in 
the search space at a speed 𝑣௜  [28]. 

According to [29], to find an optimal solution, the 
algorithm is structured based on the following steps: 

Step 1: Initializes the first population of particles and 
their corresponding velocity. Then, the error concerning the 
particles is calculated and the best solution among the 
candidates is found. 

Step 2: For each interaction, the speed depends on two 
factors: the best Global (obtained from all interactions) and 
the best Location (calculated on the current interaction), 
given by the following equation: 

𝑣௧ = 𝑣௧ିଵ +  𝑐𝑖 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑝௕௘௦௧ −  𝑝௔௖௧௨௔௟) +
𝑐𝑔 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑔௕௘௦௧ − 𝑝௔௖௧௨௔௟)                                     

(14) 

where 𝑣௧ is the updated velocity and 𝑣௧ିଵ is the current 
one.  𝑐𝑖 and 𝑐𝑔 are scalars in which the first is an individual 
cognitive value of the particle and the second is a "social. 
𝑝௕௘௦௧  is the best location reached by the individual particle, 
𝑝௔௖௧௨௔௟  is the current state and 𝑔௕௘௦௧  is the best position 
found, considering the entire population. 

Step 3: After calculating the new velocity, the particle 
moves in the domain with the new value, following the 
formula: 

𝑝௡௘௪ ௔௖௧௨௔௟ =  𝑝௔௖௧௨௔௟ + 𝑣௧                                     (15) 

 

Step 4: The best Global and the best Local are updated. 

Step 5: Check the completion criterion (maximum 
number of interactions or minimum expected error). 

III. METHODOLOGY 

In this stage of the work, the specifications of the model 
and the methodology applied to the dataset will be 
described. 

A. Input Variables 

According to [30], despite the numerous benefits of 
renewable energy sources, there are several challenges due 
to their intermittence. Since Brazil has a predominantly 
hydraulic energy matrix, in phases of water scarcity, energy 
must be supplied by other sources, mainly thermal, which 
are more expensive and more polluting. That said, it appears 
that the price of energy is inversely proportional to the 
behavior of hydrology. Therefore, it is necessary to add 
exogenous variables that contribute to the construction of 
dispatch scenarios for price forecasting. 

Given this context, and that the study focused on 
forecasting energy prices for the Southeast/Midwest region 
of Brazil, the following variables were analyzed to verify 
the relevance of the composition of monetary values: energy 
exchange with the northeast region, affluent natural energy 
of the region, amount of hydraulic generation, amount of 
thermal generation and level of the Capivara river, energy 
stored in the region's reservoirs, affluent natural energy of 
the Paraná basin, affluent natural energy of the 
Paranapanema River. Since the short-term energy operation 
planning in Brazil considers, as assumptions, hydroelectric 

generation scenarios (inflows and levels of reservoirs) and 
system thermal, as well as energy exchanges between 
subsystems, the above variables are the main ones that 
influence the variation in energy prices [31]. 

The inputs variables choice was made according to the 
tool described in section II, A of this article, by comparing 
the price series with each exogenous variable. The 
components that had resulted in similar or small mutual 
dependence (redundancy and low relevance) were rejected, 
reducing the amount of data and the computational cost for 
the model training. Then, it was concluded that the variables 
to be used as input are the first five, plus the price history. 

B. Input Vector 

Initially, in choosing which exogenous variables would 
be chosen for input, the MI tool took into account the entire 
history of the series.  

After this stage, the price series was divided into sub-
series of 6-week periods and then selected the most similar 
with the series consisting of the study week (S) and its 5 
previous ones. The choice of 6-week periods was based on 
the work of [12], which obtained good results in a similar 
work carried out in the energy market in Spain.  The choice 
was made through the ordering of the smallest average 
deviations associating the period 𝑆 to 𝑆 − 5. At this stage, 
11 data sets were selected, totaling 66 observations. 

Then, the calculation of autocorrelations (ACF) of the 
sampled prices was performed and the 36 dates most 
correlated with week S were chosen. Then, the exogenous 
variables referring to these days were selected, resulting in 
180 data in the input layer. 

C. Parameters 

In the first step regarding the selection of the parameters, 
the analysis of the input data concerning the Mother 
Wavelets was performed according to the methodology 
described in II.C, and then the 10 functions with the lowest 
final entropy were selected. 

The candidate activation functions were determined 
based on the fit conditions described in 2.5, namely: 
sigmoid, sine, radial basis, hard limit, symmetric hard limit, 
symmetric saturating linear, hyperbolic tangent sigmoid, 
and linear. The others to be determined are the number of 
neurons in the hidden layer, between 1 and 99, and the 
decompositions by Mother-Wavelet, those selected among 
Daubechies, Least Asymmetric, Best Localized, and Coiflet 
functions. 

For Particle Swarming Optimization the 
“metaheuristicOpt” package was used [32]. It was 
implemented in R language and configured according to 
Table I. 

TABLE I.  PSO PARAMETERS 

Population 
Number 

Max Iter. 
Number 

Max. 
Velocity 

𝑐𝑖 𝑐𝑔 

11 35 4 2 2 

 

Data for parameter adjustment were divided as follows: 
70% for training and testing and 30% for validation. The 
first part was performed using the repeated cross-validation 
method, in which the data were divided into 200 groups of 
standards, training, and tests were performed through 



interactive resampling between sets. Then, a prediction is 
performed with the data separated for validation and 
verified if there is a proximity between the errors generated 
in the tests and the validation. This procedure guarantees the 
generalization of the model. 

The statistical method used to calculate the error to 
compare different parameters was the Root Mean Squared 
Error (𝑅𝑀𝑆𝐸), given by: 

𝑅𝑀𝑆𝐸 = ට
ଵ

௡
∑ (𝑦௝ − 𝑦ො௝)²௡

௝ୀଵ                                       (16) 

where 𝑛 is the number of values sampled, 𝑦௝ is the observed 
output of the system, and 𝑦ො௝ is the forecast value. 

The measure used to compare the final result between 
models was the Mean Absolute Percentage Error (𝑀𝐴𝑃𝐸), 
which is calculated using the following function: 

𝑀𝐴𝑃𝐸 =  
ଵ଴଴

௡
∑

(௬ೕି௬ොೕ)

௬ೕ

௡
௝ୀଵ                                       (17) 

D. Framework 

After the formation of the input vectors, each series of 
variables are decomposed using the Wavelet transform 
described in II.B. Then, the neural network is trained, and 
the energy price forecast is performed. The graphical 
representation of the construction of the model resulting 
from this work is shown in Fig. 2. 

IV. FORECASTING 

From this stage on, the results of predictions for 1 to 4 
steps ahead will be presented and compared with the 
traditional ARIMA and GARCH models. The first model 
was parameterized using the Akaike information criterion 
(AIC), resulting in a model without autoregressive order, 1 
degree of differentiation, and 5 moving averages 
(ARIMA(0,1,5)). Using the same criterion, a GARCH (1,1) 
model was chosen. 

A. Database 

The information used for training and testing the model 
and parameterization of the autoregressive systems were 
extracted from the period between January 7, 2012, and May 
16, 2015. The input data for model validation are the price 
results observed in the period between May 23, 2015, until 
May 12, 2018. 

All values are publicly available on the website of the 
Chamber of Energy Trading in Brazil (CCEE) and the 
National System Operator (ONS). 

B. Model Results 

The comparison of the final result between the models, 
performed by Mean Absolute Percentage Error, is shown in 
Table I. 

TABLE II.  COMPARISON AMONG MODELS USING THE MAPE 
METRIC 

 1-week 
ahead 

2-weeks 
ahead 

3-weeks 
ahead 

4-weeks 
ahead 

ARIMA 23.57 39.36 60.63 72.01 

GARCH 9.14 45.00 35.20 51.82 

W-ELM 21.36 31.27 29.48 30.33 

 

 

 

 

 
Fig 2. Graphical Representation of the Proposed Model. 

Level 1) Separation of the database into price series and 
exogenous series; 

Level 2) Selection of current 6-week series and 10 of 
similar historical subseries and formation of new series with 
36 elements; 

Level 3) Carrying out the auto-correlation analysis in 
this series and choosing the 36 most correlated Lags. Then 
the values of exogenous variables from the selected periods 
are added to the model; 

Level 4) Performing Wavelet Transformation; 

Level 5) Forecasting with Extreme Learning Machine. 

After PSO optimization, the parameters of each model 
were chosen (1 to 4 steps ahead): The best Mother-Wavelet, 
the level of decomposition, the activation function used in 
the Extreme Learning Machine algorithm, and the number 
of neurons in the hidden layer. The result can be seen in 
Table II, with the respective Root Mean Squared Error 
values. 

 

 

 

 

 



TABLE III.  SELECTED PARAMETERS FOR EACH ELM MODEL 

Prediction 
Horizon  

1-week  2-weeks  3-weeks  4-weeks  

Wavelet Function Daubechies Coiflet  Coiflet Daubechies 

Function Length 6 12 12 2 

Decomp. Level 3 1 1 1 

Neurons Number 42 47 83 76 

RMSE 
(Validation) 

52.47 71.63 65.3 70.17 

 

V. RESULTS 

In this part, the analysis of the results and points 
subject to improvement observed in the implementation of 

the model will be carried out. The first discussion to be 
carried out at this point is about the application of 
correlation analysis, where 36 lags were selected as input 
to the model. As shown in Appendix A - Fig. 3, it is possible 
to observe that there was standardization in the distribution 
of values of delayed inputs, which helps in learning the 
neural network.  

As can be seen in Appendix A - Fig. 4, the forecast of 
the model followed the actual values. Larger errors can be 
observed at the end of 2017 and the beginning of 2018. This 
can be explained by atypical price volatilities in this period 
due to the severe drought that occurred in 2017, reducing 

 
Fig 3. Price distribution for each lag of all model inputs. The red dot refers to the mean and the blue dot to the median.

 
 
the volume available in reservoirs and dispatching 

thermoelectric plants in greater the amount. Therefore, the 
model failed to detect these anomalies, which culminated 
in spikes in system errors. Regarding the comparison with 
the ARIMA and GARCH models, the W-ELM 
methodology proved to be better in all step-ahead 
scenarios, except for the one-step-ahead forecast of the 
GARCH model, which had higher accuracy in detecting 
volatilities. 

Due to the aforementioned problem, the model is 
subject to improvement in the choice of parameters and 
input variables. Each interaction lasted, on average, 12 
minutes. Therefore, a reassessment is possible that can 
include more levels of Wavelets decomposition, the 

addition of other inputs that correct the aforementioned 
anomalies, the inclusion of hidden layers in the neural 
network, the use of other methods for parameter 
optimization, the use of other pre-processing methods, such 
as time series clustering, or experimenting with other 
numbers of correlated lags as input. 

It is concluded, then, that the model has a good 
performance in predicting energy prices in the Brazilian 
free market since the forecast curve follows the observed 
values, however, it can still be improved, given the 
aforementioned error peaks and the high computational 
cost, by experimenting with other pre-processing models, 
parameters and optimization methods. 

 



 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Fig 4. Price prediction (Brazilian Reais per Megawatts/hour) 1-4 steps ahead (a, b, c and d). Model outputs in red, actual observations in black, and 
errors in percentage on the secondary axis, in gray.

 

VI. CONCLUSION 

This work presented a new model for forecasting 
energy prices in the Brazilian free market. The scheme used 
a method based on Mutual Information for the selection of 
input variables, autocorrelation for the choice of lags used 
in the composition of the input vector, Wavelet transform 
for the decomposition of the signal into its referent 

frequencies as a function of time and the algorithm of 
Extreme Learning Machine for learning and prediction. 

The parameters referring to Mother-Wavelet, 
number of signal decomposition levels, number of neurons, 
and activation function were selected after applying the 
Particle Swarm Optimization model. One model was used 
for each level of prediction, 1 to 4 steps ahead. 



The model showed good results, since the forecast 
curve followed the real values, doing better than traditional 
methods, such as ARIMA and GARCH, except for the 1 
step ahead forecast, where the latter obtained better results. 
However, at some points, there were peaks of errors, 
verified in times of hydrological anomalies.  

For future works, the exercise of finding 
methodologies that recognize times of environmental 
anomalies and better adjust to these periods is 
recommended. Another point to be studied in addition to 
the study of other changes in the model parameters that 
were not included in this work, such as the prediction 
without Wavelet. 
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