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Abstract—Anomaly detection in surveillance videos is an ex-
haustive and tedious task to be performed manually by humans.
Many methods have been proposed to detect anomalous events by
learning normal patterns and differentiate them from abnormal
ones. However, these methods often suffer from false alarms,
as human behaviors and environments can change over time. In
addition, these methods fail to discriminate the types of anomalies
that can occur, especially in anomalies performed by humans.
This study presents an approach to detect anomalous events
based on atomic action descriptions. It combines a tracking peo-
ple method with atomic action detection and recognition network
to understand video events and generate atomic descriptions.
Besides detecting the anomalies, the proposed approach can also
describe the anomalous action with human attributes in natural
language. Anomalies are detected based on the generated descrip-
tions of the scene. Experimental results show the effectiveness of
our approach, presenting an average F1-Score of 87%.

Index Terms—Anomaly detection; Deep Learning; Atomic
video description

I. INTRODUCTION

Automatically detecting events in videos is essential for
video surveillance, which can be used to monitor and pre-
alarm abnormal human behaviors or events in public and
private spaces. Such an automatic system is also crucial in the
security area to reduce the human effort required to monitor
videos manually 24 hours a day [1], facilitate retrieval events
of interest, and provide better efficiency in terms of person
identification and recognition, help to solve crimes, and, in
some cases, prevent them.

A challenging task in video surveillance is detecting anoma-
lous events such as illegal activities or anomalous behaviors.
Anomalous events in surveillance videos are generally defined
as irregular or unexpected events that deviate from the normal
ones [2]. The definition of an anomaly is strongly dependent
on human-defined semantics and on the context where it
happens. For example, the event "skating" inside an airport
lounge can be considered an anomalous event while it is
normal on outdoor squares or streets.

Existing methods for anomaly detection, in special those
based on deep learning, are normally opaque. Usually, they
provide only a binary decision regarding the presence or not
of an anomaly.

However, a step beyond would be to explain why a given
event is an anomaly. This is specially important in safety-
critical applications, such as the surveillance of people in

restricted areas. Such approach goes towards the Explainable
AI (XAI) paradigm [3].

Atomic actions are simple activities or atomic body move-
ments that can be described with few words such as walking,
drinking, or holding an object and have the potential to become
building blocks for more complex actions or activities. Thus,
such information can be used to detect and explain activities
performed by humans.

In this study, we describe an anomaly detection system for
video streams based on human-comprehensible language. It
consists of a hybrid system that combines the detection of
atomic actions of multiple persons using the AIA network [4]
with Yolo-v4 [5], a network specialized in extracting soft
biometrics attributes, and a template-based generation method
for the atomic actions description. A case-study is presented
for video segments with normal and abnormal events, taken in
airport lounges, where security is always an important issue.

The main contribution of this study is to demonstrate the
feasibility of the proposed method for the anomaly detection
task. Furthermore, such a method can be easily generalized to
detect other anomalous events in different contexts.

This paper is structured as follows. Section II presents
some related works in the field of anomaly detection. Section
III describes the proposed method. Section IV shows the
experimental results and discussion. Section V presents the
conclusion and future works.

II. RELATED WORK

Previous approaches for the anomaly detection task have
used hand-crafted features such as motion and appearance
[6]. In the last years, Deep Learning (DL) techniques have
achieved promising results in anomaly detection by learning
better features with superior discriminatory power for video
and images representation [7], [8]. DL techniques have also
been applied to solve different tasks in computer vision, in-
cluding action recognition [9] person re-identification [10], age
and gender recognition [11], and clothing segmentation [12],
[13].

In Anomaly Detection task, traditional DL approaches usu-
ally employ a semi-supervised or unsupervised method by
training a model to learn normal events and then detect anoma-
lous events considered different from the normal ones [14].



In [15] is proposed an approach that uses Convolutional
Autoencoder (CAE) to learn normal behaviours and, then,
uses the trained model for anomaly detection in an one-
class classification problem. [16] proposed an unsupervised
deep learning approach known as ISTL for anomaly detection
and localization for real-time video surveillance. It is based
on autoencoder model combined with Convolutional Neural
Network(CNN) and Convolutional LSTM (ConvLSTM) layers
to automatically learn spatio and temporal features. In [17] is
proposed a method to model the normal patterns of human
movements in surveillance video for anomaly detection using
dynamic skeleton features.

Unlike semi-supervised or unsupervised methods, and mo-
tivated by the insufficient discriminatory ability of the existing
approaches and the complicated context and diverse different
behaviors of people in videos, [18] proposed a method for
detecting and locating anomalies in a supervised way. It is
composed of two main modules: a human detection module,
based on the Yolo network, to detect people from videos,
and an anomaly detection module, which performs a binary
classification and an action recognition task.

Since the events and the environment captured by surveil-
lance cameras can change drastically over time, these ap-
proaches tend to produce high false alarm rates [19]. More-
over, although the good performance achieved by DL ap-
proaches for anomaly detection and recognition, they mainly
focus on the detection accuracy aspect and fail to explain
the detected anomalies [20]. Explaining abnormal events is
essential for helping human observers quickly judge if they are
false alarms or not [2]. Using an anomaly detection system that
can explain abnormal events detected, unimportant events can
be identified quickly, and human inspection can be avoided.
Figure 1 shows an example of the ideal output generated by
an anomaly detection and description system.

III. METHODS

In this study, the proposed method, datailed in the following
Sections, consists of four main components: Atomic Action
Detection, Soft Biometrics Extraction, Atomic Action Descrip-
tion, and Anomaly Detection Procedure. Figure 2 shows the
functional flowchart of the proposed method.

A. Atomic Action Detection

This module aims to detect and recognize the atomic actions
of multiple people in videos. Given an input video, four frames
per second were extracted, then the Deep SORT algorithm [21]
(an improvement of the SORT algorithm [22]), integrated with
Yolo-V3 [23] was used to track and detect people.

Then, the SlowFast Network [24] based on Resnet-101 [25],
pre-trained on Kinetics-700 dataset [26], was used to extract
features for each detected person.

Finally, we use the Asynchronous Interaction Aggregation
(AIA) model [27], pre-trained on AVA dataset [28], to recog-
nize the actions performed by each person. It has achieved the
state of the art performance on action recognition recently.

Figure 1. Examples of anomaly detection and its corresponding description.

The output of this module consists of a list of detected
people with spatial annotation (bounding boxes), the actions
detected for each person with the temporal annotation (begin-
ning and end of the action), and a confidence score of each
detected action.

B. Soft Biometrics Extraction

Soft biometrics traits, such as gender, age, clothes, and be-
haviors, are human characteristics that can help to distinguish
and describe people.

We choose to extract gender information from facial at-
tributes in this study, but other soft biometrics traits could be
easily included, such as age and clothing information.

First, the YOLOV2-tiny, pre-trained on Face Detection Data
Set and Benchmark (FDDB) [29], was used to detect the face
from a person in a given bounding box. We use the pre-trained
weights available at the YoloKerasFaceDetection project1.

Then, a cropped face is used to detect the gender infor-
mation. A neural network based on EfficientNet Network [30]

1https://github.com/abars/YoloKerasFaceDetection



Figure 2. Overview of the proposed approach.

trained on the IMDB-Wiki dataset [31] was used for the gender
classification task.

C. Atomic Action Description

The atomic action description consists of a method to
generate a short sentence in natural language describing details
of the person and the atomic action detected in a given video.

As some actions have human-object interaction, the Yolo-
V3 network was also used to detect objects that overlap with
the subject bounding box and may be essential to generate the
description.

In our experiments, a template-based method, inspired
by [32], was used to generate anomaly descriptions of surveil-
lance videos in natural language. Based on the matched tem-
plate, the natural language description of the detected anoma-
lous event is generated. For example, a common anomaly
description is represented by the template: "A {person |
man | woman} is {riding | driving} a { object_name}". In
our experiments, we have defined ten different templates to
describe the perceived atomic actions.

D. Anomaly Detection Procedure

This module works at a semantic level, identifying whether
anomalous events are happening in videos based on the
description of the atomic actions provided by the previous
module. Our experiments considered the following actions as
possible anomalies: drive, dance, swim, kick something, play
a musical instrument, shoot, fight or hit somebody, run or jog,
jump or leap, and ride (car, bike, skateboard). Note that some
of these actions are context-dependent and eventually need
additional information to define as an anomaly (for example, in
an airport, a person running late for the flight is a normal event,
but a person running in a forbidden place can be an anomalous
action). Collective actions are not addressed in this study, but
they can be treated by the proposed method, by considering
simultaneous action descriptions in the same time. Algorithm
1 presents the pseudocode for the proposed anomaly detection
module.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

This section presents experimental results performed to
assess the feasibility of the proposed method in detecting
anomalous events based on atomic actions descriptions.

The reported experiments were performed on a workstation
with Intel Core-i7 8700 processor, 32GBytes RAM, and a

Algorithm 1: Anomaly Detection Algorithm
Input: list of atomic action descriptions lad
Output: list of detected anomalous action descriptions

ld
Data: anomalous object-action mapping l.
foreach description in lad do

foreach action in l do
if description contains action then

if action requires object description then
if description contains object then

append(description) to the
returning array ld

else
append(description) to the returning

array ld

return ld

Nvidia Titan-Xp GPU. The Tensorflow 2.2.0 and Keras 2.3.1
library were used to train and test the models described in
Section III-A.

For the case study conducted in this work, a new dataset
was created with airport surveillance videos extracted from the
Youtube website.

Results were evaluated quantitatively, calculated from the
F1-Score and accuracy metric, and qualitatively by visual
inspection.

A. Dataset

The majority of most used datasets for the anomaly detec-
tion task, such as UCSD [33], and Avenue [34], focus on actors
performing a simulated anomaly event, including walking in
the wrong direction, loitering, or throwing objects, against an
uncluttered or unaltered background. Also, some of them only
provide frames in grayscale or have low resolution, which are
insufficient to detect and describe important information for
surveillance, such as the age, gender, or clothing color of a
person. Therefore, although they are used for the anomaly de-
tection task, they are not suitable for describing the abnormal
events in surveillance videos in detail.

Thus, we create a new dataset for airport surveillance by
collecting videos from the Youtube website, including normal
and anomalous events in videos recorded by security systems



and ordinary people using smartphones. The dataset has a
total duration of 33.5 minutes. This dataset, named UTFPR-
AASD 2 (Airport Anomaly Surveillance Dataset), includes 70
videos, 45 of which contain anomalies. Besides the “normal”
class, five different anomaly classes were considered in these
videos, including:

1) Suspicious actions: running or jumping;
2) Unusual actions: kicking or dancing;
3) Violent actions: fighting or shooting;
4) Fainting;
5) Driving and riding.
Each video was manually annotated with the type of

anomaly and temporal information (beginning and ending of
the anomaly). Although not useful for our study, temporal
information has been included and will be considered in future
works related to the anomaly localization task.

Figure 3 shows some examples of abnormal events included
in the dataset. We can note that the dataset has anomalous
actions involving objects (Figure 3A), human-objects inter-
actions (Figure 3B) and 3C), and isolated human actions
(Figure 3D). The videos were recorded in real-world situations
with different resolutions and illumination conditions, making
the problem even more challenging.

Notice that the anomalous events flagged in these videos are
context-dependent. In our case, they are considered anomalies
within an airport lounge, but could, eventually, be considered
normal in other scenarios.

Figure 3. Examples of anomalies in the dataset. A) a person is driving a
car. B) A man is skateboarding. C) A man is riding a bike. D) A person is
jumping and vaulting over the seats.

B. Quantitative results
Table I shows the performance of the proposed method. The

average F1-score achieved was 87%, indicating that anomalies
based on atomic actions can be satisfactorily detected by this
method.

The confusion matrix, presented in Figure 4, shows the
correctly detected and wrongly detected anomalies. It was

2Dataset available on http://labic.utfpr.edu.br/datasets.html

Table I
ANOMALY DETECTION PERFORMANCE.

Precision Recall F1-Score

Normal 0.77 0.92 0.84
Anomaly 0.95 0.84 0.89
Average 0.86 0.88 0.87

observed that the proposed method could detected 84% of the
anomalies presented in the dataset.

Figure 4. Confusion Matrix.

A possible advantage of the proposed method, compared to
traditional anomaly detection methods, is that it goes beyond
detecting, since it can describe anomalous events in human-
comprehensible language. Also, when new normal situations
are detected, the method can be easily adapted to avoid false
alarms (false positives).

Table II presents the average accuracy considering the nor-
mal class and all anomaly classes (see Section IV-A). Notice
that the proposed method works well with an unbalanced
dataset and can detect anomalous events satisfactorily.

Table II
ABNORMAL EVENT DETECTION ACCURACY BY CLASS.

Anomaly # Videos Detected Accuracy
Normal 25 23 92,00%

Suspicious action 10 10 100,00%
Unusual actions 12 10 83,33%
Ride or Drive 13 11 84,61%

Fainting 2 1 50,00%
Violent actions 8 6 75,00%

Total 70 59 87,71%

C. Qualitative results

Figure 5 shows qualitative results of some events detected
as anomalies and also false positive results, as follows:

• Figure 5A, 5B, 5C: show some samples of anomalies with
the atomic action description provided by the proposed
method. Notice that it is able to detect different types
of anomalous events, including action with human-object
interaction.

• Figure 5D: presents a false negative example of a man
shooting with a fire gun. The method could not detect
the action and neither the weapon presented in the frames



Figure 5. Example of anomaly detection and description provided by the proposed method. A) B) and C) are True Positive examples; D) and F) are a False
Negative examples; and E) is a False Positive example.

due to the low resolution of video frames and illumina-
tion variation. This highlights the difficulty of detecting
anomalies in surveillance videos under these conditions.
Also, some preprocessing steps in the videos could be
provided to better capture these situations.

• Figure 5E: presents a false alarm (false positive), by
wrongly indicating the action running. It was observed
that the atomic action detection process detects only
in some frames the action running wrongly with low
confidence. It indicates that the proposed method could
be improved to discard random some actions detected at
random in the video. Actually, running is an ambiguous
action that can be considered normal in some situations
(for example, a person can be running late for the flight
time).

• Figure 5F: presents a false negative instance. The pro-
posed method detects that a man is fighting, which
was right in some frames, but it could not detect the
skateboarding action, indicating that the action detection
network still can be improved, since it may fail in some

situations.

V. CONCLUSION
Anomaly detection in surveillance videos is a non-trivial

problem since anomalous events are highly dependent on
human concepts that rarely occur compared to normal ac-
tivities. Consequently, most strategies to automatically detect
anomalies focus on learning normal events and detecting
deviations from the normality. Due to the fact that both,
human behaviors and environments may change over time,
the traditional anomaly detection systems may generate high
false alarm rates.

This paper have presented a method to detect anomalous
events in surveillance videos based on atomic action descrip-
tions. It combines the use of an atomic action detection and
recognition network with an action description approach to
generate a sequence of sentences for a video. Then anomalous
events are detected based on these generated descriptions.
Furthermore, the proposed method is a step towards a more
explainable artificial intelligence, since it provides a kind of
explanation of what are the anomalies detected.



Based on the results presented here, the proposed method
was able to satisfactorily detect anomalies in surveillance
videos for specific contexts, based on atomic actions descrip-
tions. The proposed system can be easily adapted to different
contexts by modifying the rules and the atomic actions in the
anomaly detection module.

This is an ongoing work, and some improvements in the
proposed system will be done in the near future. Among the
issues to be addressed are: (1) lack of anomaly detection
when the actions take place far from the point where the
scene was filmed, and when there are occlusions of the
actors involved in the scene; and (2) difficulty in identifying
collective actions into atomic actions, when several people are
the actors of the scene. Also, future works focus, also, on
enriching the description, by detecting more human details in
the descriptions, such as age/gender and type/color of clothes.
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