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Abstract—Sales forecasting is essential for decision-making
and are crucial in many areas of a firm, such as planning
and scheduling, resource management, marketing, logistics, and
supply chain. Due to the fluctuations in retail sales, prediction
with high accuracy is a challenging task. In this context, this study
proposes a framework that combines ensemble empirical mode
decomposition (EEMD) based on artificial intelligence models to
forecast the retail sales of a Rossmann Store, using a multi-step-
ahead forecasting strategy, in the task of time series forecasting
with one, seven, and fourteen-days-ahead. The forecasting models
of the retail sales time series are Bayesian Regularization of
Artificial Neural Networks, Cubist Regression, and Support
Vector Regression. The performance of the proposed forecasting
models were evaluated by using two performance metrics: mean
absolute percentage error and root mean squared percentage
error. The EEMD models outperform the single models in
all forecasting horizons, with a performance improvement that
ranges 1.30% - 76.25%. Indeed, EEMD models are efficient and
accurate models for retail sales forecasting.

Index Terms—retail sales, time series, artificial intelligence, en-
semble empirical mode decomposition, artificial neural networks,
cubist regression, support vector regression

I. INTRODUCTION

Sales forecasting is essential for decision-making, once
these forecasts are important inputs to managerial decisions,
such as pricing, store space allocation, ordering, inventory
management for an item, and others [1]. Further, sales pre-
dictions are crucial for firms in many areas, such as planning
and scheduling, resource management, marketing, logistics,
and supply chain [2].

Despite its relevance, sales forecasting is a complex subject
because the sales’ success of a product is highly dependent
on the personal taste of consumers, which varies greatly
[3]. Moreover, the behavior of retail sales fluctuates widely,
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making it difficult to make predictions as accurate as possible.
So much so that companies create competitions to solve their
prediction problems [4], such as Rossmann [5], Walmart [6],
[7], Corporación Favorita [8], and others.

Due to these factors, forecasting sales is a challenging task.
Also, the importance of sales forecasting for a firm brings
attention not only from practitioners but academics as well.
Artificial intelligence approaches can be handy tools to solve
this problem. Loureiro et al. [3] proposed a deep learning
framework that combines a deep neural network with decision
trees, random forest (RF), support vector regression (SVR),
and artificial neural network (ANN) to forecast the retail sales
of a company that operates in the fashion market. Wang and
Yun [9] explored the demand planning and sales forecast-
ing for computer component manufacturers by performing
autoregressive integrated moving average (ARIMA), vector
autoregression, ensemble learning algorithms, such as RF and
gradient boosting, and Lotka-Volterra model. Sohrabpour and
colleagues [2] performed Genetic Programming, which is an
evolutionary computation approach, to forecast the sales of
an export company. Also, Güven and Şimşir [10] proposed
a forecasting framework that used ANN and SVR models to
predict the sales of retail apparel industry. Many others have
proposed forecasting frameworks to solve sales problem using
diverse approaches, such as [11]–[13]

Hence, the objective of this study is to propose a forecasting
framework combining Ensemble Empirical Mode Decomposi-
tion (EEMD) with artificial intelligence models. The model
will be applied to train the intrinsic mode functions (IMFs)
generated by the decomposition step aiming to forecast the
retail sales of a Rossmann store in a multi-step-ahead forecast-
ing strategy (one, seven, and fourteen days ahead). The retail
sales historical series will be decomposed into five different
IMFs and one residual by EEMD. The training process will
be performed by Bayesian Regularization of Artificial Neural
Networks (BRNN), Cubist Regression (CUBIST), and SVR



with Radial Basis Function kernel, respectively, applied into
each component. The components predictions are summed
giving three different predictions, one for each model, named
as EEMD–BRNN, EEMD–CUBIST, and EEMD–SVR, re-
spectively.

The main contributions of this study can be summarized as
follows: (i) the first contribution is related to evaluate the use
of signal decomposition method for retail sales forecasting;
(ii) as the second contribution, we can highlight the use of
exogenous input signal (number of customers) coupled with
past (delayed) retail sales observations (input lags), to provide
additional information to the forecaster model; and (iii) this
study evaluates the proposed framework forecasting in a multi-
step-ahead forecasting strategy (one, seven, and fourteen days
ahead).

The remainder of this paper is structured as follows. Sec-
tion II illustrates the dataset adopted in this study. Section III
defines the models used in this study. Section IV details
the procedures of the proposed model framework. Section V
presents the results obtained and discussions. Finally, Sec-
tion VI concludes with the final considerations and some
proposals of future works.

II. DATASET DESCRIPTION

The dataset refers to the Rossmann Store Sales dataset
available on Kaggle [5]. For this study, the Rossmann Store
#415 was randomly chosen, and the time horizon was from
January 1st to July 31st 2015. Besides, the days which the
store was closed, whether for holidays or Sundays, were
suppressed from the analysis due to no sales. Also, the only
numerical input (number of customers) was taken into account.
The dataset was divided into training and test in the proportion
of 70% and 30%, respectively.

Fig. 1 illustrates the retail sales and the number of customers
according to the day of the week. It is possible to observe that
sales are high on Mondays, descend through the week, and
tend to ascends after Wednesdays.
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Fig. 1. Sales and number of the customers according to the days of the week

Moreover, the Tab. I presents the summary of the statistical
indicators of the output (retail sales) and the input (number of
customers) of the Rossmann Store #415.

TABLE I
SUMMARY OF THE STATISTICAL INDICATORS OF THE OUTPUT AND INPUT

OF THE ROSSMANN STORE #415

Variable Samples Minimum Mean Maximum Standard
deviation

Retail Sales Whole 1464 6,520.22 11,847 1,494.13
Training 3981 6,675.03 11,847 1,364.18
Test 1464 6,140.76 10,228 1,729.61

Number of Whole 231 533.54 849 89.99
Customers Training 344 543.36 849 86.21

Test 231 509.47 694 95.27

Further, Fig. 2 presents the historical daily retail sales
(output) and the number of customers (input) of the Rossmann
Store #415.
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Fig. 2. Sales and customers numbers - historical series of the Rossmann Store
#415

III. METHODS

This section presents the main aspects of the methods pro-
posed in this study. The EEMD method is presented followed
by the description of the evaluated forecasting models.

A. Ensemble empirical mode decomposition

The Empirical Mode Decomposition (EMD) [14] decom-
poses the original signal into IMFs and one residual compo-
nent. The main drawback of this decomposition is the mode
mixed problem (MMP) which is characterized by the fact that
different scales (not homogeneous data scaling) could appear
in one IMF. To overcome this disadvantage, EEMD was pro-
posed by Wu and Huang [15], which allows extracting several



features of the data, such as trend, high, and low frequencies
[16]. Although EEMD can effectively handle MMP issues,
the residue noise in signal reconstruction has been raised, and
the noise is independent and identically distributed [17]. In
this approach, EMD is performed k times, and different white
noise (a random signal that follows a normal distribution with
zero mean and constant variance) is added to the data in each
trial. Two disadvantages can be stated for EEMD, as follows:
(i) extra noise exists in the reconstructed signal and (ii) it
needs more computational resources than EMD [18]. For more
details, [15] and [16] can be consulted.

B. Bayesian regularized neural networks

BRNN is a kind of feedforward artificial neural network,
a two-layer neural network, composed of one input and one
hidden layer, which uses the Bayesian methods, such as empir-
ical Bayes, for parameter estimation, to avoid overfitting [19].
In the BRNN formulation, the variances are regularization
parameters, in which the trade-off between goodness-of-fit
and smoothing can be controlled. Also, in this approach, the
method of Nguyen and Widrow [20] is used to assign initial
weights of neural network and the Gauss-Newton training
algorithm to perform the optimization.

C. Cubist regression

CUBIST is a rule-based algorithm used to build forecasting
models (in the time series field) based on the analysis of input
data [21]. It estimates the target values by establishing re-
gression models with one or more rules (committee/ensemble
of rules) based on the input set. These rules are employed
based on a combination of conditions with a linear function
(in general linear regression). When the rule satisfies all
conditions defined in the learning process, this approach can
execute multiple rules once and find different linear functions
suitable to forecast retail sales. However, if the standard
deviation reduction value is smaller or equal to the expected
error for sub-tree, some leaves are pruned to avoid overfitting
[22].

D. Support vector regression

SVR is a type support vector machine that consists of
determining support vectors close to a hyperplane, which
maximizes the margin between two-point classes obtained
from the difference between the target value and a threshold.
To deal with non-linear problems SVR takes into account
kernel functions, which calculates the similarity between two
observations through the inner product. In this study, the radial
basis function kernel is adopted. The main advantages of the
use of SVR lie in its capacity to capture the predictor non-
linearity and then use it to improve the forecasting cases [23],
[24].

IV. PROPOSED MODEL FRAMEWORK

This section describes the main steps in the data analysis
adopted by BRNN, CUBIST, SVR, and EEMD based fore-
casting models.

Step 1: First, the dataset output variable is decomposed into
five IMFs and Residual by performing EEMD, as presented in
Fig. 3. The lag equals 5 was chosen by grid-search, applied
on IMFs creating five inputs from the lags, and applied on
the exogenous inputs too. Further, the new data is split into
training and test sets. The test set consists of the last 51
observations, corresponding to 30% of the dataset, and the
training set defined by the remaining samples. In the training
state, a 5-fold cross-validation was adopted, such as developed
by [25] and [26].
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Fig. 3. Dataset decomposed into IMFs and Residual by EEMD

Step 2: Each IMF is trained with each model described in
Section III using a 5-fold cross-validation approach. Next, the
IMF predictions were reconstructed by a simple summation-
grouping model, in other words, the IMF is trained by the
same model and is summed. Then, three prediction outputs



were generated named EEMD–BRNN, EEMD–CUBIST, and
EEMD–SVR.

Step 3: A recursive strategy is employed to develop multi-
step-ahead retail sales forecasting [27], [28]. Regarding this,
one model is fitted for one-step-ahead forecasting, then the
recursive strategy uses this forecasting result as an input for
the same model to forecast the next step, continuing until
the desirable forecasting horizon. In this study, the aim is to
obtain the cases up to H next steps, especially up to 1 (1 day
ahead), 7 (7 days ahead), and 14-steps-ahead (14 days ahead),
respectively. The following structures are considered,

ŷ(t+h) =


f̂
{
y(t+h−1), . . . , y(t+h−5), x(t+h−1)

}
if h = 1,

f̂
{
ŷ(t+h−1), . . . , ŷ(t+h−5), x(t+h−7)

}
if h = 7,

f̂
{
ŷ(t+h−1), . . . , ŷ(t+h−5), x(t+h−14)

}
if h = 14,

(1)
where f̂ is a function that maps the retail sales, ŷ(t+h) is the forecast

of retail sales in horizon h = 1, 7, and 14, y(t+h−1) to y(t+h−5) are
the previous observed, ŷ(t+h−1) to ŷ(t+h−5) are the predicted retail
sales, x(t+h−nx) is the number of customers at the maximum lag
of inputs (nx = 1 if h = 1, nx = 7 if h = 7, and nx = 14 if
h = 14). The analyses are developed using {caret} package [29]
in R software [30]. Moreover, Tab. II presents the hyperparameters
of the forecasting models for each component and non-decomposed
models. A grid-search defined the best tunes for the models.

TABLE II
CONTROL HYPERPARAMETERS FOR THE FORECASTING MODELS

Component BRNN CUBIST SVR
No. of neurons No. of committees No. of instances Cost Sigma Kernel

IMF1 3 1 9 0.1533 1

Radial

IMF2 1 1 0 0.3457 1
IMF3 1 1 0 0.1875 1
IMF4 3 10 0 0.2387 1
IMF5 2 20 9 0.7939 1
Residual 2 1 5 0.6423 1
Non-decomposed 1 1 0 0.2191 0.5

Step 4: To evaluate the effectiveness of adopted models, from
obtained forecasts out-of-sample (test set), improvement percentage
index (IP) (2), mean absolute percentage error (MAPE) (3), and
root mean squared percentage error (RMSPE) (4), respectively, were
performed.

IP =
Mc −Mb

Mc
× 100, (2)

MAPE =
1

n

n∑
i=1

∣∣∣∣yi − ŷiyi

∣∣∣∣× 100, (3)

RMSPE =

√√√√ 1

n

n∑
i=1

(
yi − ŷi
yi

)2

, (4)

where n is the number of observations, yi denotes the sales of a single
store on a single day, and ŷi denotes the corresponding prediction.
Also, the Mc and Mb represent the performance measure of compared
and best models, respectively.

Step 5: Last, a hypothesis test named Diebold-Mariano (DM) test
[31] was conducted to determine whether time-series forecasts have
the same or significantly different accuracy. The DM test will verify
whether the forecasting errors are lower concerning each other. A
hypothesis test is conducted, where the null hypothesis says that
there is no difference between the forecasting errors of the models
compared, and the alternative hypothesis says that the forecasting
error of the model proposed is lower than compared one. By using the
hypothesis defined, the aim is to know if the errors for the proposed
model are lower than the compared model. If the null hypothesis is
rejected, it is possible to say that there is statistical evidence that

there is a reduction in the errors of the proposed model regarding the
compared model at the α level of significance.

The proposed model framework as described in this section is
illustrated in Fig. 4.
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Fig. 4. Framework of the proposed forecasting models

V. RESULTS

This section describes the main results obtained by the proposed
framework forecasting model for retail sales multi-step-ahead fore-
casting. The performance metrics of the proposed and compared
models are presented in Tab. III for all forecasting horizons (one,
seven, and fourteen-steps ahead), and all performance criteria. The
best performance accuracy is highlighted in bold. The experiment
compared the decomposed and non-decomposed models’ perfor-
mance. In all cases, EEMD models outperformed the single models
for both performance criteria.

TABLE III
PERFORMANCE MEASURES RESULTS OF THE MODELS

Models 1-day-ahead 7-days-ahead 14-days-ahead
MAPE RMSPE MAPE RMSPE MAPE RMSPE

EEMD-BRNN 8.27% 16.77% 17.77% 31.85% 20.66% 33.77%
EEMD-CUBIST 8.95% 20.14% 17.54% 28.89% 19.35% 30.75%
EEMD-SVR 15.08% 63.27% 18.44% 65.37% 18.85% 65.59%
BRNN 16.16% 54.65% 19.10% 75.94% 21.06% 76.19%
CUBIST 15.90% 47.86% 19.38% 77.67% 19.67% 77.67%
SVR 16.43% 70.63% 19.14% 70.23% 21.64% 70.64%

Regarding the one-day-ahead forecasting, the performance metric
improvement of the EEMD–BRNN model ranged between 7.61%
- 76.25%, where the SVR model presented the worse performance
for both criteria, and EEMD–CUBIST model presented the smaller
difference from the EEMD–BRNN results. Regarding the seven-days-
ahead, the improvement of the EEMD–CUBIST ranged between
1.30% - 62.80%, where the CUBIST model presented the worse
performance for both criteria, and EEMD–BRNN model presented
the smaller difference from the EEMD–CUBIST results. Last, re-
garding the fourteen-days-ahead forecasting and MAPE criterion,
EEMD–SVR presented a performance improvement that ranges from



2.59% to 12.92%, where EEMD–CUBIST presented the smaller
difference from the best model. Regarding the fourteen-days-ahead
forecasting the RMSPE criterion, EEMD–CUBIST’s improvement
ranges between 8.92% - 60.41%, and EEMD–BRNN presented the
smaller difference from the EEMD–CUBIST results.

These results are due to the EEMD approach, which deals with
the non-linearity and non-stationarity behaviors of the retail sales data
[16]. Also, the CUBIST model has been effective in dealing with the
non-stationarity behavior of unstable signals, due to the ensemble of
rules based on a combination of conditions with a linear function
that the algorithm performs. BRNN takes advantage of its trade-off
between goodness-of-fit and smoothing. Last, SVR deals with the
non-linear behavior of the series due to the radial basis function
kernel adopted in this study. The combination of the strengths of
these approaches made it possible for the EEMD to outperform the
single models.

Moreover, the results of the DM hypothesis test are detailed with
the purpose of performing statistical comparisons between errors of
the proposed and compared models described in previous sections.
Tab. IV details the statistic of the DM test, as well as when the
comparisons are statistically significant.

TABLE IV
STATISTICS OF DM TEST FOR STATISTICAL COMPARISON OF PROPOSED

APPROACH VERSUS OTHER MODELS

Model One-day-ahead Seven-days-ahead Fourteen-days-ahead
(A) (B) (B)

(A) EEMD–BRNN - -0.4019 -1.0146
(B) EEMD–CUBIST -0.7518 - -
(C) EEMD–SVR -3.3240* -0.8293 -0.2719
(D) BRNN -3.8176* -0.8977 -0.5537
(E) CUBIST -3.2382* -0.8866 -0.3867
(F) SVR -3.2614* -0.7028 -0.5462
Note: *1% significance level.

By the results depicted in Tab. IV, it can be stated that for short
term horizon (one-day-ahead) the model EEMD–BRNN has error
statistically lower than the other models, but achieved errors statis-
tically equal to EEMD–CUBIST. For longer-term horizons (seven
and fourteen-days-ahead), EEMD–CUBIST model presented lower
statistical errors than other models, however, its errors are statistically
equal to all other models. This is because wider forecasting time
windows tend to accumulate errors when forecasting too many steps.

Therefore, based on the RMSPE performance criterion and DM
test analysis, EEMD–BRNN model is the most accurate model for
forecasting 1-day-ahead, and EEMD–CUBIST is the most suitable
model for forecasting 7 and 14-days-ahead. Fig. 5 presents the
observed time-series (blue line) versus the predictions given by the
proposed model (red line), for forecasting horizon of 1, 7, and 14-
days-ahead, respectively.

Besides, is possible to notice that for all forecasting horizons the
EEMD–BRNN and EEMD–CUBIST models could learn accurately
the pattern and behavior of the data in both training and test sets,
allowing to predict accurate values compatible with the observed
time-series.

Also, it is important to highlight that, even though the proposed
model presented difficulties to follow the extremes of the data
variability, the results indicate that the model is capable of predicting
accurate values for retail sales in different forecasting horizons.

Analyzing the errors’ standard deviation of the proposed and
compared model, the Fig. 6 were developed. The models are labeled
in the Fig. 6 as: (A) EEMD–BRNN, (B) EEMD–CUBIST, (C)
EEMD–SVR, (D) BRNN, (E) CUBIST, and (F) SVR, same as
presented in Tab. IV.

According to the radar plots of errors’ standard deviation, the
EEMD proposed models presented the higher stability and lower
errors in all forecasting horizons. This means that the proposed fore-
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casting framework learned better than any other developed forecasting
model in this study.

VI. CONCLUSION

In this study, artificial intelligence approaches named BRNN,
CUBIST, and SVR, as well as the EEMD approach, were employed
in the task of forecasting one, seven, and fourteen days ahead
of the retail sales of the Rossmann Store #415. EEMD approach
decomposed the retail sales data into six components (five IMFs
and one Residual). Each component was trained and fitted with
three well-known artificial intelligence models. The predictions of the
components were grouped by trained models and summed to generate
three models. The IP, MAPE, and RMSPE criteria were adopted to
evaluate the performance of the compared approaches.

The results show that the EEMD models can accurately forecast
daily retail sales. The proposed EEMD models outperformed single
model approaches in terms of MAPE and RMSPE performance
criteria. Even in large forecasting windows, i.e., forecasting 14 days-
ahead, the maximum error signal reached by EEMD–SVR was
18.85% in MAPE criterion, showing that the approach is promising
for forecasting daily retail sales multi-step ahead.

For future works, it is intended to adopt (i) stacking ensemble
learning approach, (ii) different signal decomposition approaches, and



(iii) multi-objective optimization approach to tune hyperparameters
of forecasting models.
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