Abstract—The life expectancy of the population in the most developed countries is growing every day and, consequently, there is an increase in various age-related diseases. In Brazil, just over 1.1 million people have Alzheimer's disease (AD). In 2019, according to the World Health Organization, Alzheimer's disease and other dementias were the third leading cause of mortality in the Americas and Europe. Despite being a degenerative and irreversible disease, if diagnosed early, treatments can be performed to slow the progression of symptoms and ensure a better quality of life for the patient. Most papers that study Computational Intelligence solutions to support diagnosis follow an approach based on neuroimaging evidence. In addition to this, another approach that has been gaining prominence is biomolecular analysis. Following this approach, Ray et al., Ravetti & Moscato and Dantas & Valença performed studies with classifiers based on the statistical area or on Computational Intelligence to support the early diagnosis of the disease. The work was carried out from a data set with values of 120 blood proteins. With this, they were able to classify the patient with or without AD and compare the results obtained with the results of the related works mentioned. In addition, this work had, as its main objective, the evaluation of potential use of synthetic data generated through a Generative Adversarial Network (GAN) in the training and testing of the proposed classification model. The proposed MLP model presented mean rates of 94% accuracy, 100% sensitivity and 87% specificity. These results showed the remarkable capacity of the model, especially in recognizing the sick class. As for the synthetic data generated, these showed potential in optimizing the performance of the original model through artificial data expansion.
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I. INTRODUCTION

In the last decades, life expectancy has increased. Because of this, more challenges for the elderly part of the population arise [1]. One of the main concerns is the development of Chronic Non-Communicable Diseases (NCDs) in older adults. Among these stands out dementias such as Alzheimer's disease (AD). AD is a disease that already affects more than 47 million worldwide [2].

Dementia declines an individual's cognitive functions, which directly affect their behavior and quality of life. Dementias can be reversible or irreversible. Irreversible dementias can also be degenerative and progressive, which get worse over time [3]. In this field, we can highlight a range of conditions from a mild impairment, such as Mild Cognitive Impairment (MCI), to diagnoses of severe dementia conditions such as Alzheimer's Disease, discovered in 1907 by Alois Alzheimer's.

Alzheimer's Disease is a progressive neurodegenerative disorder that causes irreversible damage to an individual's brain, deteriorating their cognitive capacity and memory (the ability to recall old information or learn new information) and compromising their daily routine and behavior. AD is currently the form of degenerative dementia with the highest incidence globally, affecting mainly the elderly over 65 years of age in its late or senile manifestation. Despite this, it can also rarely affect young people at an early age.

According to the Brazilian Medical Association and the National Supplementary Health Agency, the worldwide prevalence of dementia becomes higher as age increases. In their last update, the following statistics were presented: 1.2% between 65 and 69 years old; 3.7% from 70 to 74 years old; 7.9% from 75 to 79 years old; 16.4% between 80 and 84 years old; 24.6% from 85 to 89 years old; 39.9% from 90 to 94 years old; 54.8% from 95 years onwards [2].

Considering the Brazilian elderly population of approximately 15 million people and the incidence of dementia in Brazil, it is estimated that the scope of dementia in the country reaches a value of approximately 1.1 million individuals [4].

As stated by the American Alzheimer's Association, the situation is even more alarming in other countries, such as the USA. In 2016, estimates were of 5.4 million individuals with AD, 11% of whom were aged 65 and over 32% of those aged 85 and over [5]. Projections made this year for the figures in 2050 stated that 51% of the population over 65 years old would be affected by the disease. Also, around 7 million people over the age of 85 will be affected [5].

Along with the World Health Organization, in the last two decades, between 2000 and 2019, Alzheimer's disease and other forms of dementia ranked the top ten diseases responsible for global mortality [6]. In this ranking, AD and other dementias appeared as the third leading cause of mortality in the Americas and Europe, in the survey concluded in 2019 [6].

It is important to emphasize that, like other chronic diseases, although irreversible, AD can be controlled if
considered a... diagnosing in its initial phase. This early diagnosis is crucial to delay degenerative progress and guarantee a better quality of life for the patient [2].

At present, the set of solutions with Computational Intelligence as support for diagnosis is based on three approaches: cognitive tests, neuroimaging evidence, and biomolecular tests.

The first approach is based on exams such as the Mini-Mental State Examination and has as its main positive point the most straightforward data to understand from questionnaires [2].

Neuroimaging is considered the current state-of-the-art of the three approaches and is based on evidence and imaging exams, such as CT scans, PET scans, and MRIs. The accuracy of the data that forms the basis used in the training of Machine Learning models is high. This high accuracy is due to the images of cerebral autopsies, in the post-mortem period of each patient, provide higher values of sensitivity and specificity. Papers that use this approach are the most common in the scientific community [7].

Definitively, biomolecular analysis is an approach that has gained notoriety in the last two years due to new evidence on the pathophysiology of the disease according to Dalmagro et al. [9]. The great discoveries in this area, such as a new high-precision and low-cost blood test capable of detecting the development of AD up to twenty years earlier [10]; and, more recently, advances in the studies of a vaccine have been capable of preventing the development of the disease [11]. This approach focuses on studying genetic, molecular, protein characteristics and other features present in blood plasma and are measured by laboratory tests [8].

Following the last approach mentioned, Ray et al. [8] developed a study using a dataset of 259 patients containing the concentration levels of 120 proteins contained in the blood plasma samples of these patients. Of these samples, 222 comprise samples of diagnoses of Alzheimer's Disease, Mild Cognitive Impairment, other dementias, and cases without dementia. This work concluded that a signature resulting from the combination of 18 proteins out of 120 allowed the early diagnosis of AD. Using the PAM technique for classification, an accuracy rate of 89% was shown. Also, 90% of correct answers were obtained in positive cases (recall), and 88% of correct answers in negative cases (specificity) in the test set of AD.

Using the same dataset cataloged by Ray et al., Ravetti & Moscato [12] used classification algorithms available in the Weka software and obtained an average accuracy rate of 93%. 96% of correctness were achieved in positive cases (recall), and 90% of correctness in negative cases (specificity) for the tests set of AD. This paper considered a better combination of 5 proteins.

In 2013, Dantas & Valença [13], another study that used the same database, used a Reservoir Computing (RC) framework, and obtained, on average, 94.34% accuracy for the tests set of AD. It considered the same combination of 5 proteins that were used by Ravetti & Moscato.

To select a set of proteins, Ray et al. [8] and Ravetti & Moscato [12] used the already cited PAM tool to extract characteristics. The selection made by Ravetti & Moscato resulted in a subset of the selection already performed by Ray et al. [12]. On the other hand, Dantas & Valença [13], used the Random Forests technique with information gain analysis (based on entropy) to find the selection, which coincided with the selection of 5 proteins by Ravetti & Moscato. This work used this same selection of 5 proteins to carry out the experiments.

The present work used an Artificial Neural Network (RNA) Multilayer Perceptron (MLP) model in the same 5-protein signature used by the two most recent works cited. The performance was compared with works in the literature and classifiers in their default settings, coming from the SciKit-Learn library written in Python. After that, a Generative Adversarial Network model was used to generate 10,000 synthetic samples for testing in two scenarios: training on real samples with testing on synthetic samples, and training on synthetic samples with testing on real samples.

II. MACHINE LEARNING TECHNIQUES

A. SciKit-Learn library algorithms

Python language was used to implement and import necessary machine learning algorithms. The following algorithms were used from the SciKit-Learn library [14]: Random Forest, Naïve Bayes, K-Nearest Neighbors, and Support Vector Machines. For all of these, the configuration used was the standard provided by the library. The proposed classification model was a Multi-Layer Perceptron Neural Network, based on the sequential model provided by Python's Keras API [15].

B. Artificial Neural Networks

Artificial Neural Networks (ANN) are computational models inspired by the biological central nervous system, particularly brain neurons, capable of machine learning and pattern recognition. Another way to define this technology is to state that an ANN is a function approximator. The primary purpose of an ANN is to simulate the connectionist behavior of a chain of neurons so it can learn from the environment and improve its performance [16].

Computationally, the objective of an ANN is to reduce forecasting errors by minimizing a given function, called a cost function. The term cost function is used to determine the forecasting errors of the output neurons over a cycle or time. The calculation performed for a single example is called a loss function [17].

A training procedure is carried out for the loss function. An iterative adjustment process is applied to the weights of connections (synapses) between neurons within an ANN [16].

When a neural network can generalize a solution to a specific class of problems, it is said that there was learning [16].

The learning process of an ANN is verified by changing the weights. The initial weights, usually generated at random, are modified iteratively by a training algorithm that follows one of the following paradigms [17]:

- Supervised Learning: a training set is presented, consisting of the inputs and desired corresponding outputs.
  - Reinforcement Learning: for each input presented, an indication (reinforcement) about the adequacy of the corresponding outputs produced by the network is produced.
  - Unsupervised Learning: the network has its weights adjusted without the use of desired input-output pairs nor indications about the adequacy of its corresponding outputs produced by the network.
To design and set an ANN, we must know some characteristics like the neuron features, the network topology, and the training rules. A well-designed and configured ANN brings in addition to learning some other benefits, such as high power of generalization, flexibility, fault tolerance, self-organization, and parallel information processing [17].

In practice, ANN can be applied to solve problems of function approximation, classification, pattern recognition, and time-series prediction [17].

Multilayer Perceptron is part of an ANN’s class architectures known as feedforward, whose neurons are grouped in layers. The signals travel through the network in a single direction, from input to output, and neurons in the same layer are not interconnected [17]. The backpropagation algorithm is usually used to train an MLP model [16]. Fig. 1 shows the architecture of an MLP neural network.

![Fig. 1. Multilayer Perceptron Neural Network architecture](image)

C. Generative Adversarial Networks

The second proposed technique was GAN, a framework that represents a new class of machine learning models. This framework was developed by Goodfellow et al. [18], which consists of two Artificial Neural Networks competing against each other in a sort of game.

In this game, one of the neural networks assumes the role of the generator while the other has the function of discriminator [18]. The generator G is based on a given training set of real data, and with the addition of noise, it learns to produce new data like the real ones and with the same statistics as the original ones [18]. The new data generated is called synthetic data. The discriminator D, in turn, tries to distinguish real from synthetic instances. Fig. 2 shows the organizational structure of a GAN.

![Fig. 2. GAN model architecture](image)

Competitive learning is possible through the loss rule defined for this process and the way neural networks are trained in the framework. The loss rule involves maximizing and minimizing two logarithmic functions, given by (1) [18].

\[
\min_G \max_D \mathcal{V}_{GAN}(D, G) = \mathbb{E}_{x \sim P_{data}(x)}[\log(D(x))] + \mathbb{E}_{z \sim P_{z}(z)}[\log(1 - D(G(z)))]
\]  

In \( \min_G \max_D \mathcal{V}_{GAN}(D, G) \), \( \min_G \) is the generator loss minimization given only by the second term of the equation, while \( \max_D \) is the discriminator loss maximization given by all the equation. The term \( \mathcal{V}_{GAN}(D, G) \) is where the maximum and minimum functions apply, which can be described as the loss vector of the GAN model, where D corresponds to the discriminating model and G is the generating model.

The discriminator D tries to maximize both functions and maintain good performance to identify the real data as true and identify the synthetic data as false [17]. On the other hand, the generator G tries to minimize the second function, generating data increasingly like the real ones, to reduce the performance of the discriminator in both situations (real and synthetic data) [18]. That way, the discriminator will not be able to specify what is real or fake.

In the first log loss function (log), given by \( \mathbb{E}_{x \sim P_{data}(x)}[\log(D(x))] \), we can highlight the discriminator applied to real data and distributions (\( x \sim P_{data}(x) \)) in the form \( D(x) \), where E is the loss value calculated in \( [\log(D(x))] \).
In the calculation of the loss by the second equation, given by $E_{x}E_{z}[\log(1 - D(G(z)))]$, the discriminator is applied to the synthetic data and distributions generated in the form $D(G(z))$, where $G(z)$ is the data generated by the generator G and $(z$–$Pr(z))$ is the real data and distributions imbued with noise.

Both functions of the equation are complementary, so the second loss function (E) is calculated by the function $\log(1 - D(G(z)))$. Thus, while the first function is $D(a)$, the second is $(1 - D(a))$. In the first function, this argument “a” is the real data x, and in the second, the generated data $G(z)$.

III. MATERIALS AND METHODS

A. Dataset

The database used in the development of this work was the same developed by Ray et al. [8] in their publication. It contains the values of 120 proteins found by analyzing blood samples from 222 patients diagnosed with AD, MCI, other dementias, or no dementia. The base’s goal is to classify whether a patient can be diagnosed positively or negatively concerning Alzheimer's Disease (AD or NAD, respectively).

Initially, Ray et al. [8] subdivided the dataset into three sets. The first one contained 83 blood samples with values of 120 proteins. The second set contained information from 92 patients diagnosed with or without AD. On the other hand, the third contained 47 samples from patients diagnosed with MCI that progressed over time to AD or other dementias or maintained the final diagnosis of MCI after a few years.

In this analysis, only the training sets and AD tests were considered. Diagnoses related to other dementias were also excluded, having been worked on instead of 92 instances of tests, only 83 instances. It contains only the cases of patients with AD or without dementias. Table I shows which of the 120 proteins were contained in the signatures defined by Ravetti & Moscato [12] and Dantas & Valença [13], also used in this work.

<table>
<thead>
<tr>
<th>Number of proteins in signature</th>
<th>Proteins</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>IL-1α, IL-3, EGF, TNF-α and G-CSF</td>
</tr>
</tbody>
</table>

TABLE I. DESCRIPTION OF THE PROTEIN SIGNATURE USED

Three datasets were used in this work:

- A dataset with 83 samples used for training the classifiers in the first and second experiments;
- A dataset with 83 samples used for tests, i.e., performance evaluation of the classifiers in the first and second experiments;
- A synthetic dataset generated by GAN with 10,000 samples used for both training and testing in the second experiment.

The input data have been normalized, i.e., transformed to be contained in a single numerical range in these datasets. This normalization is essential, considering that the different variations of each feature could skew the training and cause a loss in the ability to generalize the models.

The input data were normalized using the MinMaxScaler function of the SciKit-Learn library. The range used as the default, between 0 and 1. The cited function uses the formula given by (2):

$$X_{\text{normalized}} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} (2)$$

Equation $X_{\text{normalized}}$ corresponds to the new value of a given instance of a characteristic after normalization. The $x_{\text{max}}$ value is the highest value among all instances of a given characteristic. The value $x_{\text{min}}$ is the smallest value among all instances of a given characteristic. Finally, the value of x corresponds to the original value of a given instance of a characteristic before it was normalized.

The labels were transformed into numerical information, assuming the values 0 (zero) for positive class and 1 (one) for negative class.

In the original dataset [8], a significant number of outliers were identified within all sets. Because of the division carried out by Ray et al., outliers were equally distributed in both sets of training and testing, and this gives the idea that the instances are equally representative. However, using a smaller fraction of data for testing or when using a more significant number of instances in training, it is possible to notice that these outliers are primarily found in instances of positive cases. These outliers can be seen in the synthetic data generated. In practice, this means that instances of negative cases are more representative than the other ones.

B. Experiments

We chose to use an MLP as it is the simplest ANN model capable of solving this classification problem. As the problem is not linearly separable, elementary models are not viable.

More robust models using deeper architectures (Deep Learning) were not tested due to their high computational cost. It is necessary to verify whether the gain in this operation is worth, that is, if the cost x benefit of these models would be better than those of using an MLP.

Regarding the use of recurrent ANN models, this study has already been carried out in Dantas & Valença [13]. It has already been proved that the cost x benefit of using a recurrent model is lower than using an MLP.

Thus, in this study, we chose to use an MLP model with a good proved cost-benefit to solve this problem and to seek performance improvements through tests with artificial data expansion using GAN models for this purpose.

As already described, the classification models from the SciKit-Learn library had their default settings maintained. The MLP model, based on a sequential Keras API model, presented configurations as shown in Table II.
The GAN model was also implemented using the Keras library and had its configuration performed as shown in Tables III and IV. Table III refers to the Generator model, and Table IV is referring to the Discriminator model. The GAN model was trained using all 164 considered AD (83 training instances and 81 test instances).

The first experiment involved training and testing all classifiers with only the original database sets with the selection of 5 proteins. The second experiment, on the other hand, also used the generated synthetic database. In the end, the performances of the other classifiers were compared with the model proposed in both simulations. Finally, the result of this work is compared to the other related works cited.

For each algorithm, a seed was defined to guarantee the reproducibility of the results. For some algorithms from the SciKit-Learn library (Random Forest and SVM), the random_state variables of these algorithms were used. This variable was defined as 0 (zero). For the Keras MLP model, NumPy.random.seed and TensorFlow.random.set_seed were imported. Both were assigned the value 7 (seven).

Only the performances of the test set were considered to compare models. The comparison considered the accuracy metrics to ascertain the overall performance of each model: first the sensitivity, to measure the performance of each model in terms of predicting the positive class; and then, the specificity, aiming to measure the performance of each model regarding the negative class prediction. The percentages shown in the comparative results tables of the models' performances are the average values resulting from thirty runs in different resampling of the test set.

When comparing this work with related works, the comparison methodology is similar, and the percentages also correspond to the average of the results in the test set.
IV. RESULTS

After the execution of the first experiments, the results presented in Table V were obtained.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN</td>
<td>90%</td>
<td>100%</td>
<td>79%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>81%</td>
<td>98%</td>
<td>64%</td>
</tr>
<tr>
<td>SVM</td>
<td>88%</td>
<td>100%</td>
<td>74%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>81%</td>
<td>98%</td>
<td>64%</td>
</tr>
<tr>
<td>MLP (proposed model)</td>
<td>94%</td>
<td>100%</td>
<td>87%</td>
</tr>
</tbody>
</table>

The MLP Neural network presented the most balanced results, considering all metrics, in the first experiment. Finally, Table VI shows that the proposed model results were similar to the results of all related works cited, emphasizing the sensitivity rate of the model.

<table>
<thead>
<tr>
<th>Works</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ray et al. (2007)</td>
<td>89%</td>
<td>90%</td>
<td>88%</td>
</tr>
<tr>
<td>Ravetti &amp; Moscato (2008)</td>
<td>93%</td>
<td>96%</td>
<td>90%</td>
</tr>
<tr>
<td>Dantas &amp; Valença (2013)</td>
<td>94.34%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>This work</td>
<td>94%</td>
<td>100%</td>
<td>87%</td>
</tr>
</tbody>
</table>

For the second experiment, Tables VII and VIII present the results obtained considering the training performed on synthetic data with tests on synthetic data and tests on real data. Table IX shows the results from training with the real data set and the test on a synthetic dataset.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-NN</td>
<td>87%</td>
<td>92%</td>
<td>80%</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>80%</td>
<td>86%</td>
<td>72%</td>
</tr>
<tr>
<td>SVM</td>
<td>88%</td>
<td>93%</td>
<td>81%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>88%</td>
<td>91%</td>
<td>82%</td>
</tr>
<tr>
<td>MLP (proposed model)</td>
<td>87%</td>
<td>91%</td>
<td>82%</td>
</tr>
</tbody>
</table>

In the first case, it is possible to observe that the synthetic data has a similar distribution to the real data since the training and tests in real data present a behavior similar to the training and tests in synthetic data. Here, two subsets of 5,000 samples each out of a total of 10,000 samples were used.

The second case comprises training on real data, and tests on synthetic data impact the recognition of negative cases. Thanks to how the data was partitioned in the real training set, the outliers present in the real set make the model classify instances of healthy patients as positive AD cases.

In the third and last case of this experiment, the training was carried out with a subset of 5000 synthetic data and then test the real data set for tests. In this case, the opposite of the second case occurred. Here, the hit rate for negative cases was higher than the hit rate for positive cases. This variation was because samples from healthy patients are more representative than the other ones. Since the model was trained in a more significant number of samples, with greater access to samples in this class, this made it recognize more instances of this class to the detriment of the positive class instances.

V. CONCLUSIONS

Alzheimer's disease is currently one of the three most significant causes of mortality globally due to its complications. This pathology is becoming more and more present in society as the population's longevity increases. The disease is a progressive neurodegenerative disorder that is irreversible. Although there is still no cure, existing treatments can provide higher quality and life expectancy for patients diagnosed early, whether pharmacological or behavioral.

In this way, this work aimed to verify the impacts and future potentials arising from synthetic data in improving the performance of the more traditional classifiers for this problem. We also sought to investigate the potential of the proposed model concerning other classifiers and related works.
The proposed model showed results like those presented in the related works, emphasizing its ability to predict positive cases.

Furthermore, synthetic data has shown excellent potential in optimizing the model’s performance with the combination of real data and synthetic data. This potential would enable greater capacity to generalize the model and improve the training of an ANN model, which generally requires a significant amount of data.

In the more practical scope of applications, we can highlight the potential to prove that GAN models can be useful even in the expansion of highly sensitive data (such as health data), i.e., it has wide applicability during data expansion for the development of critical systems. Moreover, it is crucial to mention the possibility of developing a specialist system to aid in the early medical diagnosis of neurodegenerative diseases such as Alzheimer’s disease. This specialist system would be based on models presented in this work and the approach designed by Ray et al. [8].

To guarantee the reliability of the similarity of the generated data, it would be interesting, as a proposal for future work, to generate the data with a Conditional Generative Adversarial Network (CGAN) model [19], as these are based on a given condition to perform the sample generation. The condition used could be the sample labels, assuring that the data generated would be more faithful to the proposed labels.

Another proposal for relevant future work would be to treat the outliers of the dataset, which could certainly add to improvements in the performance of the models.
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