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Abstract—This work proposes the application of the Nomadic
People Optimizer (NPO) to solve the economic dispatch problem
considering Prohibitive Operating Zones (POZ). The NPO is a
swarm-based metaheuristic recently introduced in the literature
and still under-explored. In addition, the POZ increase the
difficulties to find the optimal solution of the economic dispatch
problem. The performance of the proposed methodology is com-
pared with others metaheuristics present in the literature. Also,
a sensibility analysis was performed. The NPO performed better
than Ant Colony Optimization (ACO) and Whale Optimization
Algorithm (WOA) metaheuristics in solving the problem.

Keywords: Economic dispatch. Nomadic People Optimizer.
Prohibited operating zones. Metaheuristics. Bio-inspired opti-
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I. INTRODUCTION

The fossil fuels, widely used in thermal power plants (TPP),
have a high-cost value when compared to other primary
sources used in other forms of electricity generation, such
as solar and wind.An aggravating factor for this situation is
the currently hydric crisis that Brazil is facing, in which the
water reservoir of the hydraulic power plants - main source
of electricity generation in the country - reached the lowest
level in the last 91 years. In this scenario, the use of TPPs
to generate electricity is intensified to keep the load supply of
the National Interconnected System, which causes a significant
increase of the generation cost of the system. The country
broke the historical record of electricity generation through
TPP, producing 18787.78 MW in average on May 31, 2021,
a level never before reached [1]. Therefore, it is clear the
importance of optimal dispatch of TPPs aiming to minimizing
the generation cost.

The economic dispatch (ED) problem is characterized by
the TPPs dispatch aiming to minimize the system’s generation

cost, i.e., to determine the active power outputs of TPPs so
that the generation cost is as low as possible [2]. Therefore,
the ED problem consists in an optimization problem where
the objective function (OF) seeks to minimize the generation
cost. Also, there is some constrains that must be respected
[3]. These constrains are related to the maximum and min-
imum generation limits, due to the operational limits of the
generators, and the system load demand plus the losses [4].

In most cases involving the ED problem, an approximate
quadratic function relates the generation costs to the active
power dispatch, constituting the OF [5, 6]. However, this
representation of the ED problem is not very realistic, as
it disregards the practical constraints of the TPP generator
machines. To achieve a more realistic representation of the
ED problem, prohibitive operating zones (POZs) can be
considered, which are related to auxiliary services of TPPs,
among others, such as boilers and feed pumps, which define
operating regions unstable that should be avoided [7]. With
the inclusion of the POZs, more inequalities are added to
the set of constraints of the ED problem and the cost curve
of a TPP is now interpreted as a curve determined by these
inequalities, being divided into several isolated sub-regions,
which form multiple spaces of decision, this makes ED a non-
convex and discontinuous problem, causing a large increase in
its complexity [7–9].

The metaheuristics are stochastic optimization methods ca-
pable of solving several problems in a generic way [10]. In
the field of power systems, optimization via the metaheuristic
technique is widely used in problems such as transmission
and distribution expansion planning, economic dispatch, power
flow optimization, load forecasting, among others [11]. The
metaheuristics are generally simple and easy to implement, in
addition to being flexible to modify their structure and param-



eters [12]. Obtaining the optimal solution is not guaranteed
when using a meta-heuristic to solve a problem. However,
excellent quality solutions can be found at a relatively low
computational cost [12, 13].

As already mentioned, the ED problem taking into account
more realistic conditions, such as POZs, is a complex math-
ematical programming problem, due to its non-convexity and
discontinuities. Therefore, to solve this type of problem, appro-
priate optimization techniques have been widely investigated
in the specialized literature [3, 8, 14, 15].

In [3] the authors propose the use of the bio-inspired meta-
heuristic called Bat Algorithm (BA) to solve the problem of
ED with insertion of discontinuities arising from the consid-
eration of POZs.

In [8], the authors also applied the BA technique in the
ED realistically modeled with the representation of practical
constraints. However, in this work an improved version of this
meta-heuristic is proposed, called Enhanced Bat Algorithm
(EBA), which is developed to improve the search space explo-
ration through some modifications in the original BA, aiming
to increase the efficiency of the search for good solutions to
the large-scale ED problem.

In [14] the problem of economic dispatch is approached
considering valve point effects, transmission losses and POZs,
and to solve the problem a full mixed-integer linear program-
ming implementation was proposed.

In [15] a methodology based on Ant Colony Optimization is
used to minimize the daily programming cost of TPPs, which
uses a Sensitivity Matrix (SM) based on information provided
by the Lagrange multipliers to improve the biologically in-
spired search process and a certain number of individuals
(ants) in the colony use this information in the evolutionary
process of the colony.

Under this background, the present work proposes the use
of the Nomadic People Optimizer (NPO) to solve the ED
problem with prohibitive zones. The NPO is a new swarm-
based metaheuristic, still little studied for application in real
problems, since it was introduced in the literature recently.

The NPO simulates the nomads’ behavior, who are con-
stantly moving from place to place in search of vital resources
such as water and food [16]. The nomadic people can be
classified into many types, but the NPO algorithm was devel-
oped based on the Bedouins’ classification and lifestyle [16].
The Sheikh family, which is the leader of the clan, and the
normal families are the two types of families that composes a
Bedouin clan [16]. The Sheikh leadership condition is usually
hereditary, but a normal family can contest the Sheikh position
in a conflict and may become the new Sheikh. The Sheikh is
responsible to determine the locations that are essentials for
survival and also determines the pattern of distribution for
the families of the rest of the tribe, which occurs in a semi-
circular shape, with the Sheikh’s tent at the center [16]. Also,
it is function of the Sheik decide when the families will move
in search of a new suitable location to ensure the survival and
these families will move in different distances and directions

in a randomly manner [16]. When a better location is found
by a family, the clan is re-established.

In original article [16], the NPO algorithm is validated based
on 36 unconstrained benchmark functions. For the comparison
purpose, six well-established nature-inspired algorithms are
performed for evaluating the robustness of the NPO algo-
rithm, being particle swarm optimization (PSO)[17], Artificial
Bee Colony (ABC) [18], Gray Wolf Optimizer (GWO) [19],
Flower Pollination Algorithm (FFA) [20], Covariance Matrix
Adaptation Evolution Strategy (CMAES) [21], and FPA), and
Firefly Algorithm (FFA) [22]. The results showed that the NPO
exerted superior performance.

In [23], the NPO is used for the multi-objective design
of a large independent hybrid energy system composed of
a photovoltaic matrix, wind turbines and energy storage in
batteries. The hybrid system aims to find the best sizing of
renewable energy sources with battery storage to minimize the
Total Life Cycle Cost and Total Dump Energy, over the project
life cycle for 25 years for a complex with 30 in Thi-Qar,
located in southern Iraq. These are the only two publications
present in the specialized literature.

The main contributions of this paper can be summarized as
follows:

• Investigation of the NPO performance for the solution of
a real power system problem, in this case the ED problem
with POZs, since the NPO algorithm is new and still
underexplored for real-problem solutions;

• Comparison with other metaheuristics present in the
literature;

• Sensitivity analysis that evaluates the impact of the num-
ber of clans and families in the solution quality;

• Adaptation to provide NPO to work with integer variable.

The rest of this paper is organized as follows: In section II
it is presented the modeling of ED problem with the inclusion
of prohibitive operating zones, in section III it is introduced
the NPO algorithm modeling, section IV show the study cases,
the simulations, results and discussions and, finally, section V
presents the conclusions of this work.

II. MATHEMATICAL MODELING OF ED PROBLEM WITH
PROHIBITIVE ZONES

The economic dispatch problem consists of minimizing
the system’s generation cost through the optimal dispatch of
thermal power plants, respecting the generation constraints of
each plant that makes up the system, as well as meeting the
total demand. Thus, the objective function of the problem is
to minimize the sum of the generation costs of each plant
that composes the system, represented by (1), where FT is
the total generation cost of the system, Fi is the generation
cost of the i-th generator, Pi is the power generated by the
i-th generator and ηg is the number of thermal generators of
the system. The constraints of the problems are presented in
(2), where PD is the total active power demand of the system



and Pmini and Pmaxi are the minimum and maximum active
power generation limits of the i-th generator.

Minimize FT =

ηg∑
i=1

Fi(Pi) (1)

subject to: ∑ηg
i=1 Pi = PD

Pmini ≤ Pi ≤ Pmaxi , ∀ i = 1, ..., ηg

(2)

The cost function of each generator (Fi) is related to the
fuel cost of each generating unit and can be approximated by
(3), as detailed in [6].

Fi = a1 + biPi + ciP
2
i (3)

where ai, bi e ci are the cost coefficients of generator i.
According to what has already been exposed in the present

work, this ED problem modeling is not realistic. Therefore, in
order to obtain a representation of the problem closer to reality,
prohibitive operation zones are introduced in the model, which
represent the physical limitations of the generator machines
[3]. Thus, there are operating regions that are unstable and,
therefore, it is necessary to avoid them [7], causing discon-
tinuities in the plant’s generation curve. With the inclusion
of POZs in the ED problem, a set of constraints composed
of inequalities that delimit the allowed generation regions for
each generator in the system is included. These restrictions
are presented in the equation 4.

Pmini ≤ Pi ≤ Pn1
i

Pn2
i ≤ Pi ≤ Pn3

i

Pn4
i ≤ Pi ≤ Pmaxi

(4)

where Pn1
i and Pn3

i are the upper limits and Pn2
i and Pn4

i are
the lower limits of active operating power allowed by POZs.

Figure 1 illustrates a generic curve of cost versus active
power generation [3]. From this figure it is possible to see the
discontinuities inherent to POZs.

III. NOMADIC PEOPLE OPTIMIZER MATHEMATICAL
MODELING

As aforementioned, the NPO is based on the Bedouins’
behavior. The NPO algorithm has five main levels, which are:

1) Initial meeting;
2) Semi-circular distribution;
3) Families searching;
4) Leadership transition;
5) Periodical meetings.
In the level one, a set of leaders is initialized by (5).

~σc = (UB − LB) · rand+ LB (5)

Where ~σc is the position of the leader of the clan c, UB
is the upper bound, LB is the lower bound and rand is a
random value between 0 and 1 with uniform distribution.

Fig. 1. Cost function of TTPS considering POZs

The semi-circular mechanism is a distribution of a set of
families around the clan leader (σ), determined by (6) [16].
Through equation 6 it can be notice that the position of the
families is based entirely on the position of the leader [16].

~Xc = ~σc ·
√
R · cos(θ) (6)

where Xc is the family position, R is a random value in the
range [0, 1] and θ is a random angle value which respects
0 ≤ θ ≤ 2π.

The families searching step is the exploration part, made up
when don’t have a new local best solution in the swarm, and
then, the families search for better positions far away from
the current local best solution. The movement of all families
are determined by random directions generated by Lévy Flight
formula given by (7) [16].

~Xnew
i = ~Xold

i (ac
−−−−−−−−→
(σc −Xold

i )⊕ Levy) (7)

where ~Xnew
i represents the new family position, ~Xold

i repre-
sents the old family position, and ac is the area of the clan,
obtained with (8).

ac =

∑Φ
i=1

√
(~σc − ~Xold

i )2

Φ
(8)

where Φ is the number of families in each clan.
The families move in different directions with random step

sizes calculated by the following probability distribution [16,
24]:

Levy ∼ u = t−λ (1 < λ ≤ 3) (9)

The leadership transition is the stage when each family of a
clan is checked and if has a family with a better fitness value
than the current leader of the same clan, this family becomes
a the new leader of the clan [16, 24].

The periodical meetings involve only the leaders and occurs
for they can resolve any external problem and discuss the best



locations for relocation, and proceeds in two stages. At the
first stage occurs the determination of the overall best leader
(the one with the best location). Then, this leader will provide
solutions for the other Sheikhs to update their locations, which
is made by adding the variance between the position of the
strongest leader and the positions of the normal leader [16].
This process is described by (10).

∆pos = Ψ


√∑D

i (σE − σNc )2

D

 (10)

where ∆pos denotes the normalized distance between the best
and the normal leaders, σE is the position of the best leader,
σNc are the position of the normal leaders, D represents the
number of dimensions of the problem. Ψ is the direction
parameter, which guides the clan leaders to better positions,
based on the fitness value of the best Sheikh, following (11)
[16].

Ψ =

 1 if f(σE) ≥ 0

−1 otherwise
(11)

The position of the normal leaders is updated through (12),
that represents a part of the NPO exploration stage [16].

~σnewc = ~σNc + ∆pos(σ
E − σNc ) · iter

T
(12)

where ~σnewc is the new position of the normal leader, ~σNc is
the old position of normal leader, iter is the current iteration
and T represents the total number of iterations [16].

The step-by-step of the NPO algorithm is presented here-
inafter by Algorithm 1 [16].

IV. CASES, SIMULATIONS AND RESULTS

The metaheuristics Nomadic People Optimizer (NPO), Ant
Colony Optimization (ACO) [25] and Whale Optimization
Algorithm (WOA) [26], are applied in two thermoelectric
generation systems with prohibited zone of operation and their
performances are compared. Moreover, a study is carried out
on the performance of the NPO in relation to its parameters:
number of clans nC and number of families nF .

The following cases are evaluated:
• Case A: System with 10 TPPs.
• Case B: System with 40 TPPs.
• Case C: Variation of parameters inherent to the NPO.
All simulations were conducted using a Intel Core i7

processor with 2.7 GHz. The codes were implemented with
the software MATLAB®. 50 simulations were performed for
each meta-heuristic in solving cases A and B, considering
50 iterations as stopping criterion. For the ACO and WOA
metaheuristics, a population of 50 individuals was adopted.
The ACO pheromone evaporation coefficient ρ parameter was
adopted as 0.25 [25]. Data from thermoelectric systems are
available in [27]. In cases A and B, the number of clans nC
and number of families nF for the NPO are used as 5 and

10 respectively, being equivalent to a total population of 50
individuals.

The applied meta-heuristics are responsible for indicating
the operation zones, while the solver fmincon, present in
the Optimization Toolbox of the software MATLAB®, is
responsible for solving the optimal economic dispatch con-
sidering the indicated operation zones. Thus, the fitness value
of individuals is provided by fmincon, where solutions that
do not meet a correct convergence are penalized. The solutions
provided by the meta-heuristics are integer vectors, where each
component represents in which operating area the generator
with operating prohibition zones will operate.

A. Adaptations

Some adaptations in the meta-heuristics were necessary to
fit the problem, as the WOA and NPO meta-heuristics were
initially proposed for solving continuous problems [16, 26].
As in the model used in the economic dispatch problem
with prohibitive zones, the meta-heuristics are responsible for
providing solutions that indicate which operating zones will be
considered, representing a combinatorial problem with integer
variables, the new solutions are rounded off throughout the
iterative process, adapting the meta-heuristics to solve the
problem. In addition, other adjustments were made to the
NPO:

• In the semi-circular distribution, described in (6), the
random angle θ value which respects 0 ≤ θ ≤ π/2.

• In the the periodical meetings (12), the normalized dis-
tance between the best Leader and the normal leader ∆pos

is multiplied by 10.
• In the Lévy Flight, the adopted step value is equal to 1.

B. Case A: System with 10 TPPs

The system with 10 thermoelectric plants supplies a load
of 2700MW, with all generators having prohibitive operating
areas, where nine have three operating zones and one has
two zones. Table I presents the lowest operating cost obtained
by each meta-heuristic, as well as the set of operating zones
referring to this cost. The standard deviation, mean, median,
maximum and minimum cost are presented in the Table II.

TABLE I
BEST SOLUTION FOR CASE A.

Cost ($) Zone 1 Zone 2 Zone 3 Zone 4

ACO 652.39 3, 5, 7,
10 1 2, 4, 6,

8, 9 x

WOA 652.39 3, 5, 7,
10 1 2, 4, 6,

8, 9 x

GWO 652.39 3, 5, 7,
10 1 2, 4, 6,

8, 9 x

All metaheuristics obtained the optimal solution of 653.78 $.
The NPO obtained the optimal solution in all 50 simulations,
while the WOA obtained it in 38 of the 50 simulations and the
ACO in only 9 simulations. The figure 2 shows the boxplot.



Algorithm 1 Nomadic People Optimizer
1: Initialize the parameters for the NPO
2: Define the objective function (OF)
3: Initialize the leaders randomly via (5)
4: Calculate the fitness value for each leader through the OF
5: loop(Until the maximum iterations number is reached):
6: for (c=1 to the number of clans) do
7: Apply the semi-circular distribution using (6)
8: Calculate the fitness value for each solution
9: Set the best solution in the clan c as σBc

10: if σBc is better then the original leader then substitute the original leader by σBc
11: else
12: Calculate the average distance between all families with (8)
13: Move the family towards the new position with (7)
14: Calculate the fitness value for each solution
15: Set the best solution in the clan c as σBc
16: if σBc is better then the original leader then substitute the original leader by σBc
17: end if
18: end if
19: end for
20: Execute periodical meeting
21: end loop
22: Return σE

TABLE II
ANALYSIS OF THE RESULTS OF CASE A.

std median avg max min

ACO 3.00 655.32 656.12 662.94 652.25
WOA 3.96 652.25 656.12 671.85 652.25
NPO 0.00 652.25 652.25 652.25 652.25

Fig. 2. Boxplot 10 TPPs

C. Case B: System with 40 TPPs

System with 40 TPPs, with 25 of these generators having
prohibitive operation zones, with four units having four oper-

ation zones, ten units having three operation zones and nine
units having two. The thermal power plants with ZOPs are: 2,
3, 7, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27 , 28, 29 and 30. The demand to be met is 7000
MW. This system leads to an explosive combinatorial number
of solutions, which prevents an exhaustive evaluation, so a
meta-heuristic approach is justified. Table III presents the best
result obtained by each meta-heuristic over the 50 simulations,
and Table IV informs the standard deviation, mean, median,
cost maximum and minimum obtained.

TABLE III
BEST SOLUTION FOR CASE B.

Cost ($) Zone 1 Zone 2 Zone 3 Zone 4

ACO 99851.37

2, 3, 7,
10, 11, 12,
13, 15, 16,
17, 21, 28,

29, 30

3, 9, 19,
20, 23, 25

14, 18, 21,
22, 24, 26,

27
x

WOA 99340.61

2, 3, 7,
10, 11, 12,
13, 14, 15,
16, 17, 21,
28, 29, 30

3, 9, 18,
20

19, 22, 23,
24, 25, 26,

27
x

NPO 99330.30

2, 3, 7,
10, 11, 12,
13, 14, 15,
16, 17, 28,

29, 30

9, 18, 19,
20, 21

22, 23, 24,
25, 26, 27 x

The NPO again achieved the best performance. Figure 3
presents the boxplot. It is important to highlight that the
dispersion of the NPO results is much lower in comparison



TABLE IV
ANALYSIS OF THE RESULTS OF CASE B.

std median avg max min

ACO 195.64 10042.31 10036.12 100929.28 99851.37
WOA 272.35 99590.23 99673.64 100491.97 99340.61
NPO 20.86 99364.46 99356.90 99381.23 99330.30

with the dispersions obtained by the metaheuristics WOA and
ACO, which shows its superiority in solving the problem.

Fig. 3. Boxplot 40 TPPs

D. Case C: Sensitivity Analysis

Aiming to observe the influence of the number of clans,
nC, and families, nF , and which of these parameters has the
greatest impact on the performance in the problem solution,
was performed a sensitivity analysis. For this analysis, the
total number of search agents was considered as constant. In
other words, the aim is verify which is more advantageous:
a larger number of clans with a smaller number of families
in each, or a smaller number of clans with a larger number
of families in each clan. Thus, simulations are made for 7
arrays of these parameters for the system solution with 40
TPPs. The arrangements are adjusted in order to opt for a
population equivalent to 100 search agents. For each parameter
arrangement, 20 simulations were performed considering 25
iterations as stopping criterion. The parameter arrays, standard
deviation, mean, median, highest cost and lowest cost are
shown in the table V.

Arrangement 1, arrangement with the highest number of
clans nC = 50 and nF = 2, obtained a lower dispersion
of results in the 20 simulations performed. Arrangements 3
and 7 obtained the best solution found in the literature [3].
Overall, the arrangements had good performances, which again
demonstrates the success in adapting the NPO to solve the
problem. The Table VI presents the best solution found in the

TABLE V
ANALYSIS OF THE RESULTS OF CASE C.

# nC nF std median avg max min

1 50 2 16.44 99384.69 99384.32 99405.09 99344.90
2 2 50 21.19 99374.47 99362.29 99383.38 99333.64
3 25 4 21.17 99367.85 99359.20 99383.38 99322.85
4 4 25 18.16 99372.98 99366.03 99385.31 99333.64
5 20 5 20.76 99372.98 99363.85 99397.09 99330.30
6 5 20 22.34 99367.85 99360.13 99393.00 99324.83
7 10 10 20.93 99370.50 99355.28 99378.63 99322.85

sensitivity analysis, and Figure 4 shows the boxplot of the
results.

TABLE VI
BEST SOLUTION FOUND IN THE SENSITIVITY ANALYSIS.

Cost ($) Zone 1 Zone 2 Zone 3 Zone 4

99322.85

2, 3, 7,
10, 11, 12,
13, 14, 15,
16, 17, 21,
28, 29, 30\

3, 9, 18,
19, 20, 21,

25

22, 23, 24,
25, 26, 27 x

Fig. 4. Boxplots sensitivity analysis.

V. CONCLUSION

This work adapted the Nomadic People Optimizer (NPO),
to solve the problem of economic dispatch of thermoelectric
generators with prohibitive operating zones. Two thermoelec-
tric generation systems were used in order to validate the NPO
usage. From the results, some points can be emphasized:

• The performance of NPO was compared with Ant Colony
Optimization (ACO) and Whale Optimization Algorithm
(WOA) meta-heuristics, where NPO proved to be superior
to solve the problem;

• A sensitivity analysis of the number of clans and number
of families were performed showing that there was no



significant variation in the quality of the solution due to
the high efficiency of the proposed method, regardless of
the number of families and clans, solving the problem of
ED with POZs in a very satisfactory way;

• It can be stated that the proposed adaptation was suc-
cessful in solving the ED with POZs, proving to be a
competitive tool for solving the problem.

Finally, the NPO showed be suitable to be applied in a real
power system. As future work, the authors aiming to evaluate
the NPO method for a higher complexity level problem related
to power systems and perform a sensitivity analysis to verify
if in more complex problems the number of families and
clans, considering the number of search agents constant, has
a significant impact in the solution quality.
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