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Abstract—Decision support systems are important to improve
the efficiency of nondestructive evaluation, specially for industrial
equipment. Pulsed eddy-current is a magnetic method used for
evaluation of metallic equipment. In this paper, is proposed the
combination of pulsed eddy current evaluation, digital signal
processing, and neural networks to detect flaws in industrial
pipes. A novel method using particle swarm optimization is
proposed for imposing performance constraints during neural
classifier training process. Results obtained for experimental
signals acquired from composite-insulated metallic industrial
pipes presenting internal and external corrosion areas are used to
validate the proposed method. A comparison to neural networks
trained from the traditional back-propagation algorithm was
presented.

Index Terms—Artificial Neural Networks, Particle Swarm
Optimization, pulsed-eddy current evaluation, signal processing.

I. INTRODUCTION

Pulsed Eddy Current (PEC) is a nondestructive testing
technique based on electromagnetic induction that can be
applied for detecting flaws in metallic equipment [1]. PEC
has advantages over the traditional Eddy Current testing, such
as deeper penetration depth and more accurate information
about flaws [2] [3].

An application of PEC is testing the corrosion level of
industrial metallic pipes. Some pipes present an external
thermal insulation coating of composite material and due to
the infiltration of water or humidity these pipes can present
corrosion under isolation (CUI), that, in extreme cases, may
cause the pipe rupture [4]. Using time-domain information
from PEC signals it is possible to detect pipe corrosion, but it
is difficult to efficiently determine where it occurs, in internal
or external pipe walls, which is an important information for
predictive maintenance.

A way to classify pipe defects from PEC signals
is through the application of Artificial Neural Networks
(ANN) [5] [6] [7]. Back-propagation [8] is a classic method to
train ANN and is based on minimization of Mean Square Error
(MSE). For nondestructive evaluation on industrial equipment
and parts, the characterization of the defect type is very
important for definition of a proper maintenance procedure.
In some industrial activities, specific types of defects may
present more potential danger than others. Thus, information

on defect criticality when considered during the training of
the multiclass classifier may lead to improvements in the
detection of defects considered most important. However This
issue cannot be accomplished by the back-propagation training
method, as it is based on MSE minimization, which disregards
the distinct cost of error between classes.

In this paper is proposed an ANN constrained training
method based on Particle Swarm Optimization (PSO) [9]
for multiclass classification problems. The method allows
including constraints to prioritize a defect class over other.
The PSO algorithm was chosen because of its simplicity and
the possibility of including performance constraints.

The data obtained from PEC testing has large dimension,
which means that the ANN training complexity increases,
hampering the ANN learning. To improve the classification
efficiency and avoid the curse of dimensionality, the PEC
signal was pre-processed, reducing its dimension [5]. In this
paper two processing techniques were employed, Discrete
Fourier Transform (DFT) [10] and Discrete Wavelet Transform
(DWT) [11]. Both methods were used in order to enable
posteriorly comparison. For selecting the most important fea-
tures and reduce the data dimensionality, in order to improve
the classification efficiency, Principal Components Analysis
(PCA) [12] was applied.

II. PROPOSED METHOD

The proposed processing sequence comprises three stages:
(i) feature extraction; (ii) feature selection; (iii) classification.
In first stage were applied DFT and DWT, in second stage was
applied PCA and in third stage an ANN was trained by PSO
to accomplish discrimination performance constraints. Fig. 1
shows the proposed signal processing diagram.
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Fig. 1: Proposed signal processing diagram.

The testing piece for this experiment was a carbon steel pipe
coated with composite material. This pipe presents corrosion
on both, inside and outside walls, as illustrated in Fig. 2.
The dimensions for the area with corrosion are shown in



Table I [13]. Three classes of interest were defined for this
experiment, the no-defect (ND) class for region without cor-
rosion, the external defect (ED) and internal defect (ID).

Fig. 2: Cut view of testing piece [13].

TABLE I: Testing piece dimensions [13].

Defect Length (mm) Width (mm) Thickness (mm)

ED 86,8 56,2 1,5
ID 96,0 78,0 2,5

In pulsed eddy current nondestructive evaluation, a coil
energized by an alternating current generates a primary al-
ternating magnetic field, which induces eddy currents in the
metallic object under test. A secondary magnetic field is
generated in opposition to the primary field [14], [15]. The
presence of flaws in testing piece, like cracks or corrosion,
changes the eddy current characteristics, hence the secondary
magnetic field changes. Fig. 3 illustrates the pulsed eddy
current principle.

Fig. 3: Illustration of pulsed eddy current principle [15]

For the PEC test, was employed a coil with the following
features: outside diameter 33 mm, inside diameter 17 mm,
height 20 mm, wire diameter 0,27 mm and 500 turns. There

are two Giant Magneto-Resistance (GMR) sensors. One sensor
is employed for reference signal measurement.

During the test, the coil was positioned at the three zones
of interest (ND, ED and ID). The coil was excited from a
square wave with amplitude 4V , frequency 1 KHz and Duty
Cycle 60%. For each zone the PEC test was applied 100
times in different positions resulting on 100 observations with
200 time-domain samples for each observation. The sampling
interval was 5× 10−6 seconds.

A. Signal Pre-processing

Signal feature extraction was performed by both, dis-
crete Fourier transform (DFT) and discrete wavelet transform
(DWT). The DFT transforms a discrete-time signal x[n] into
discrete frequency domain components X[k] [10]. The DWT
may be performed through the multi-resolution decomposition
algorithm, where the input signal x[k] is separated into high
and low frequencies using quadrature mirror filters, as shown
in Fig. 4. The low-pass l[n] filters are associated with
approximation coefficients CA[n] Equation 1, and the high-
pass filters h[n] are associated with detail coefficients CD[n]
Equation 2 [11].
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Fig. 4: Illustration of filter bank decomposition for DWT
computing.

CA[n] =
∑
k

l[k − 2n]x[k] (1)

CD[n] =
∑
k

h[k − 2n]x[k] (2)

For features selection, Principal Components Analysis
(PCA) was applied. PCA is a linear statistical signal processing
method that transforms the multivariate input variables into or-
thogonal components. Besides that, the principal components
are ordered according to his energy (variance), which makes
PCA an optimum transformation for information compaction
(in the mean square error sense) [12].

B. Artificial Neural Network

Artificial Neural Networks are algorithms inspired on the
brain structure, which are composed of a set of artificial
neurons [5]. A neuron can be mathematically represented by

y = φ

 D∑
j=1

wjxj + b

 (3)



where xj are the inputs, D is the dimension of the input
signals, wj are the synapses weights, b is the bias, φ(·)
is the activation function and y is the neuron output. The
neurons can be grouped on layers resulting in the Multilayer
Perceptron (MLP) structure. A classic method to train an ANN
is the back-propagation algorithm, which uses gradient descent
optimization to minimize the mean square error between target
and output values.

For classification problems, back-propagation training con-
siders all classes in the same way and is not possible to
consider a specific class as priority. For some classification
problems, including nondestructive evaluation, errors for dif-
ferent classes may have different costs. Considering the flaw
detection in industrial pipes, incorrectly classifying a defect as
no-defect represents a potential danger to the equipment and
employees.

C. Particle Swarm Optimization

Particle Swarm Optimization (PSO) [9] is an algorithm
based on the behavior of social animals. It initializes a popu-
lation of M particles (candidate solutions) that are moving
in a D-dimensional search space, by means adjusting its
position p(h) and velocity υ(h). The particle position update
is performed by the Eq. 4:

pm(h+ 1) = pm(h) + υm(h+ 1), (4)

where pm(h) is the m-th particle position vector for iteration
h and υm(h+ 1) is the updated particle velocity, which may
be computed from Eq. 5:

υm(h+ 1) = w(h)× υm(h) + c1 × r1 × (pbest(h)

−pm(h)) + c2 × r2 × (gbest(h)− pm(h)),
(5)

where υm is the m-th particle speed, w is the inertia weight,
c1 and c2 are the social and cognitive parameters, respectively,
r1 and r2 are random numbers between 0 and 1, pbest is the
best position the particle has been and gbest is the position
of the best swarm particle.

D. Proposed Method for ANN Training

The proposed method for ANN training based on con-
strained PSO considers each particle as being composed from
weights of an MLP with a single hidden layer, as illustrated in
Fig. 5, where xi, i = 1, ..., j are the inputs, W(1) and W(2)

are the synaptic weights matrices and y is the network output.
The weights are randomly initialized as proposed by [16]
and the hyperbolic tangent is used as activation function for
all neurons. The used PSO parameters are shown in Table II.

TABLE II: Implemented PSO parameters

Topology Global
Cognitive constant 2

Social constant 1
Swarm size 200

Acceleration constants Random [0; 1]
Inertia limits [0,4; 0,9]
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Fig. 5: MLP vector representation to be encoded as a PSO
candidate solution.

At each PSO algorithm iteration the particles are evaluated
by the corresponding MLP classification results. The constraint
was defined to increase the probability of detection (PD) for
class ND while minimizing the errors for other classes. In this
work, the PSO algorithm minimizes the fitness function (fT ),
that evaluates for class c the classification error (PFc) and
constraints the probability of detection (PDND) for class ND
to a minimum value λ:

min fT =

3∑
c=1

PF c(y),

subject to
{
PDND ≥ λ,

(6)

The proposed algorithm refines the candidate solutions by
minimizing the fitness function, restricting the particles to
satisfy the constraints, as shown in Fig. 6.
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Fig. 6: Proposed constrained MLP PSO training flow chart.

III. EXPERIMENTAL RESULTS

A way to summarize classification results is by using the
confusion matrix, which is a square (NC × NC) matrix
C = {cij}, where the columns represent the real classes and
the rows represent the predicted classes [17], and NC is
the number of classes of interest. In this work, for classifiers
comparison using a single index, it was used the Efficiencies
Product (EP), which is calculated by geometric mean [18]
of all elements from main diagonal of confusion matrix as
a performance measure.

EP = (c11 × c22 × c33)1/3 (7)



where c11, c22 and c33 are elements from C main diagonal.
The DFT was applied to signal resulting on 100 frequency-

domain coefficients, in this work it was considered the am-
plitude spectrum. For the DWT, it was employed function
Daubechies 4 mother-wavelet function and three decomposi-
tion levels resulting on 31 approximation coefficients. This
configuration was chosen experimentally after exhaustive test-
ing different mother-wavelet functions and decomposition lev-
els.

The typical time-domain signals for the classes of interest
are shown in Fig. 7. Fig. 8 illustrates frequency spectrum
obtained with DFT. The approximation coefficients obtained
with DWT are shown in Fig. 9. It is important to note that
most of the acquired signals present significant variation from
those typical patterns.
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Fig. 7: Typical time-domain signals for the classes of interest.

0 2
×104

0
2
4
6

Am
pl

itu
de

ND

0 2

Frequency (Hz)
×104

ED

0 2
×104

ID

Fig. 8: Typical frequency spectrum signals for the classes of
interest obtained by DFT.
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Fig. 9: Typical approximation coefficients obtained by DWT
for the classes of interest.

At the second pre-processing stage, PCA compaction was
applied to retain 90% of total variance. From the PCA over
DFT coefficients were selected 13 principal components, from
the PCA applied to DWT were selected 14 principal compo-
nents.

The ANN used in this work has a single hidden layer. The
input layer size match with the input vector size. The output
layer has three neurons matching with the classes number.

In order to select the hidden layer size the hold-out cross-
validation method was employer.

Cross-validation is a widely used methods to model selec-
tion of a neural classifier. For the classifiers training the dataset
was randomly split according to the hold-out cross-validation
method [19] into 50% for training set and 50% for testing set.
The training process was restarted for 10 different random
selection of training and testing sets. Ten hidden layer sizes
were valued, 2, 4, 6, 8, 10, 12, 14, 16, 18 and 20 neurons.

The Fig. 10 shows the mean and standard deviation of
scores for the network trained with data without pre-processing
(time-domain information). The same process was employed
for all pre-processing cases, concluding that the best hidden
layer size is 10 neurons for all cases.

Fig. 10: Error bar graphic of scores for the network trained
with data without pre-processing (time-domain information).
The horizontal axis denotes the number of neurons in hidden
layer.

Then the classifiers were trained with 10 neurons in the
hidden layer. For the classifiers training, the dataset was
randomly split according to the hold-out cross-validation
method [19] into 50% for training set and 50% for testing set.
The training process was restarted 10 times, for 10 different
random selection of training and testing sets (resulting in 100
initializations).

After the MLP neural networks training process, the best
classifiers were selected. From Table III, confusion matrix
for network trained with time-domain information, it may be
observed that the proposed method achieved higher value of
EP and also higher detection efficiency for the no-defect case.

The proposed method presented higher EP values when
compared to the traditional back-propagation algorithm for
networks trained with pre-processed data by both methods
DWT (Table IV) and DFT (Table V).

After PCA compaction, the classifiers trained from the
constrained PSO method presented also higher EP values for
both case, DWT+PCA (Table VI) and DFT+PCA (Table VII).

As a summary of the obtained results, it was observed
that all classifiers trained from PSO presented EP higher than



TABLE III: Confusion matrix (in %) for data without pre-
processing (time-domain information).

ND ED ID

MLP-BP ND 90 2 2
ED 4 66 18

EP = 78.0 ID 6 32 80

MLP-PSO ND 98 4 8
ED 2 84 4

EP = 89.8 ID 0 12 88

TABLE IV: Confusion matrix (in %) for data pre-processed
by DWT.

ND ED ID

MLP-BP ND 96 12 2
ED 2 76 8

EP = 86.9 ID 2 12 90

MLP-PSO ND 92 4 4
ED 6 88 6

EP = 90.0 ID 2 8 90

TABLE V: Confusion matrix (in %) for data pre-processed by
DFT.

ND ED ID

MLP-BP ND 98 8 16
ED 0 74 4

EP = 83.4 ID 2 18 80

MLP-PSO ND 96 2 6
ED 0 92 8

EP = 91.2 ID 4 6 86

TABLE VI: Confusion matrix (in %) for data pre-processed
by DWT+PCA.

ND ED ID

MLP-BP ND 80 6 0
ED 6 68 20

EP = 75.8 ID 14 26 80

MLP-PSO ND 88 4 8
ED 2 90 20

EP = 82.9 ID 10 6 72

TABLE VII: Confusion matrix (in %) for data pre-processed
by DFT+PCA.

ND ED ID

MLP-BP ND 84 2 2
ED 8 86 14

EP = 84.7 ID 8 12 84

MLP-PSO ND 90 6 6
ED 4 88 6

EP = 88.7 ID 6 6 88

equivalent ones trained from back-propagation. The biggest
difference was achieved for MLP trained from data without
pre-processing, where the constrained PSO classifier presented
EP 11.8 percentage points higher than the network trained
by back-propagation. The smallest difference occurred for
networks trained for data pre-processed from DWT (EP 3.1
percentage points higher).

The network which presented the highest EP was trained by
PSO for data pre-processed from DFT (Table V), resulting on
EP= 91.2% and a probability of detection of PDND = 96%

for no-defect signatures. For this case, the total confusion by
classifying defects as no-defect ConfND, that is the sum of
elements c1,2 and c1,3 from confusion matrix, was 8%. For the
back-propagation trained classifier with equal PDND (DWT
pre-processing case) (Table IV), 14% of such confusion was
observed.

IV. CONCLUSIONS

Multiclass classification problems may present different
classification error costs for the classes of interest. This is
generally the case for non-destructive evaluation decision
support systems, in which not detecting a defect is more
serious than incorrectly classifying a non-defective equipment
as if it presents some kind of defect. In this work, a novel
MLP training method was proposed, using PSO to deal with
operational constraints during the classifier design stage. The
proposed constrained PSO method was effective for train-
ing neural networks for classification of pulsed eddy-current
evaluation data. Different signal pre-processing chains were
considered in order to obtain higher discrimination efficien-
cies. It was observed that the combination of constrained
PSO training and signal pre-processing from DFT provided
high-discrimination efficiency for no-defect signatures, while
minimizing the classification errors for defects.
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