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Abstract— In this article, we present a method to approximate the decision-maker utility function in a
decision model based on the multiattribute utility theory (MAUT). This approximation is built using through
the construction of a partial sorting for the feasible alternatives named ranking and an artificial neural network,
which captures informations of the original utility function through this ranking. We present one utility function
model and the results obtained using the proposed method.
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Resumo— Neste artigo, apresentamos um método para aproximar a função de utilidade de um decisor em um
modelo de decisão baseado na teoria da utilidade multiatributo (MAUT). Esta aproximação é feita através da
construção de uma ordenação entre as alternativas dispońıveis e uma rede neural artificial, que obtém informações
da função original através desta ordenação. Apresentamos dois modelos de função de utilidade e os resultados
obtidos com o método proposto.
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1 Introduction

The multicriteria analysis consists of a set of meth-
ods and techniques to assist or to support people
and organizations in order to make decisions, con-
sidering multiple criteria.

A multicriteria decision making problem involves
the following basic elements:

- set A of alternatives (possible actions or
choices). Each element a ∈ A corresponds to
a feasible alternative. This set can be discrete
or continuous and it is denoted as the domain
of the decision making problem.

- set B of consequences or attributes. Each al-
ternative in set A has attributes, which reflect
the consequences of its execution.

- one decision-maker. In order to determine
which one is the best alternative, a decision-
maker provides ordinal information about the
preference relating to the alternatives.

In literature, there are many real applications of
decision problems in diverse areas, such as:

- transport area: for planning the revitalization
of subway stations (Roy et al., 1986);

- energy area: for locating thermal power plants
(Barda et al., 1990).

- marketing: for estimating of the customers
satisfaction (Siskos et al., 1998);

- medicine: in medical diagnosis, for patients
illnesses categories based on their symptoms
(Belacel, 2000);

This article considers the construction of a func-
tion which models the decision-maker preferences
based on the multiattribute utility theory (Section
2). This function is built from a ranking of fea-
sible alternatives, which is established considering
the answers provided by the decision-maker (Sec-
tion 3). This ranking is used for constructing an
artificial neural network which models the decision-
maker (Section 4). The results (Section 5) and the
conclusions (Section 6) are presented.

2 Decision making methods

2.1 Introduction

The decision based on mathematical models for hu-
man preference considers that it is always possible
to sort any set of alternatives through the decision-
maker preferences. This sorting can be used to
identify the best alternative or to classify its ele-
ments in categories.

Currently, there are two main research areas in de-
cision making: the decision based on the multi-
attribute utility theory and the decision based on
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outranking relations.

2.2 Multiattribute utility theory

According to the multiattribute utility theory
(MAUT), in decision problems it is possible to con-
struct a function U , denoted utility function, which
represents the decision-maker preferences. Using
U , a scalar value is attributed to alternatives in A,
which can be sorted by the simple comparison of
the values.

The usage of the MAUT-based methods is appro-
priate for cases in which the decision-maker can
be considered perfectly rational, knowing all nec-
essary information about the problem. Although
these methods usually require low computational
cost, they demand a lot of information provided
by the decision-maker.

Among MAUT-based methods, we can cite: Pro-
gramming for Goals (Lee, 1972), Average Point
(Chankong and Haimes, 1983), AHP (Saaty, 1986),
Smarts/Smarter (Edwards and Barron, 1994),
Macbeth (Bana e Costa and Vansnick, 1997) and
Interval Smart-Swing (Mustajoki et al., 2001).

2.3 Outranking relations

The methods based on outranking relations have
been developed for dealing with situations which
can not be modelled by MAUT-based methods. In
general, these methods are characterized by two
training periods: construction of the outranking
relation and exploitation of the results obtained on
the previous stage (Bouyssou, 2001).

The usage of methods based on outranking rela-
tions is relevant when the decision-maker does not
have total knowledge of the preferences. In general,
these methods involve more complex algorithms,
but they demand less information of the decision-
maker preference.

Among the methods based on outranking rela-
tions, we can cite: Electre I (Roy, 1968), Electre
III (Roy, 1978), Promethee I (Brans et al., 1986),
Promethee II (Brans et al., 1986) and Multiplica-
tive Promethee (Parreiras and Vasconcelos, 2007).

3 Decision problem solution

3.1 Introduction

In this paper, we consider that the decision-maker
knows the preferences at the beginning of the de-
cision process and these preferences are defined re-
garding all the alternatives. The decision-maker

answers are not quantitative, that is, given two al-
ternatives ai and aj , with i 6= j, the alternative ai

is preferred to the alternative aj or vice versa, but
it is not possible to determine how preferable this
solution is.

According to MAUT, we have an utility function
U which represents the decision-maker preferences
assigning a scalar value to each alternative. In this
paper, we consider that this utility function is mod-
elled by a continuous function. This assumption is
consistent with the problem, since given two alter-
natives which slightly differ between them, it is rea-
sonable to consider that the decision-maker pref-
erence regarding these alternatives presents small
changes in a continuous form.

3.2 Exact soluction

The simplest way to get the best alternative in
a decision making problem is to ask queries to
the decision-maker about each pair of alternatives.
When making all the queries, we find the preferred
alternative for the decision-maker. This method
is not efficient since the number of queries for the
decision-maker becomes huge.

3.3 Ranking

One of the ways of finding the best solution in a
decision problem, without asking all the possible
queries to the decision-maker, is to use a partial
sorting process, denoted ranking. This process is
performed through the following steps:

- an alternative is chosen and compared with
the remaining ones; this alternative is called
pivot;

- the alternatives which are prefered in relation
to the pivot pass to the next step;

- the process is repeated until we have only one
alternative; this alternative is the choice of the
decision-maker.

4 Utility function approximation

4.1 Introduction

In this section, the ranking process is used to find
a partial sorting for the alternatives and construct
an artificial neural network which should ideally
model the original decision-maker preferences.

The proposed method consists in three main steps:
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Gridxof
fictitious
alternatives

Choose a domain for the util-
ity function approximation

Ranking

Build the ranking for the al-
ternatives, assigning a scalar
value to each alternative and
finding a partial sorting for
the alternatives

Artificial
neural
network

Construct an artificial neu-
ral network which interpo-
lates the results and repre-
sents the decision-maker pref-
erences

4.2 Grid of fictitious alternatives

Given a decision-making problem, we need to de-
termine a domain for the utility function approxi-
mation. We define the domain of the approximated
function as the minimal box which contain the fea-
sible alternatives. In this domain, we construct a
grid of fictitious alternatives and ask queries to the
decision-maker regarding to these alternatives.

Figure 1 presents a set of feasible alternatives and
a grid of fictitious alternatives construct from the
feasible alternatives.

Figure 1: Obtained domain through feasible alter-
natives.

This grid is constructed to find an uniform rep-
resentation of the utility function in the desired
domain. The number of fictitious alternatives to
construct the grid is related to the quality of solu-
tion: a fine grid supplies a better approximation,
but, in this case, many queries are asked to the
decision-maker.

4.3 Ranking

In each step of the process presented in the Sec-
tion 3.3, we generate a partial sorting for the con-
sidered alternatives, since the alternatives which
evolve are better than or equivalent to the previ-
ous ones. Through the ranking we have a way for
quantifying the decision-maker preferences.

Considering each process step as a ranking level,
we have a merit function which evaluates the al-
ternatives based on their evolution. The process is
developed as follows:

- in the beggining, all the alternatives receive
level zero;

- in each step algorithm, the level of the alterna-
tives which pass to the next step is increased
by one.

Since the ranking values are discrete, we do not
expect to achieve an accurate representation for
the decision-maker utility function. Instead, we
want that this approximated function presents the
same level sets of the original utility function and
preserves the partial sorting of the alternatives.

4.4 Artificial neural network

An artificial neural network (ANN) is an informa-
tion processing paradigm which is inspired by the
way which biological nervous systems, such as the
brain, process information. The key element of this
paradigm is the novel structure of the information
processing system. It is composed of a large num-
ber of highly interconnected processing elements
(neurons) working together to solve specific prob-
lems.

ANNs, like people, learn by example. An ANN is
configured for a specific application, such as pat-
tern recognition or data classification, through a
learning process. Learning in biological systems
involves adjustments to the synaptic connections
that exist between the neurons. This is true for
ANNs as well.

The main objective of the learning in ANN’s is the
attainment of models with good generalization ca-
pacity, associated to the network capacity to learn
by a reduced set of examples and to supply coher-
ent answers to unknown data.

In this paper, we work with only one ANN archi-
tecture: multilayer perceptron (MLP).

Figure 2: Multilayer perceptron (MLP).
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Using the grid of fictitious alternatives and the
decision-maker preferences regarding these alterna-
tives, we construct the ranking, as described in Sec-
tion 4.3. For constructing the ANN which will ap-
proximate the decision-maker preferences, we use
the grid of fictitious alternatives as input and the
ranking level as output. Since the ranking keeps
the partial sorting of the alternatives, when it is
used to construct the ANN input, we find a func-
tion with similar level sets to the original utility
function and that possess the necessary informa-
tion to find the decision-maker preferences.

Given new alternatives in the same domain, we
can simply use the function to choose the preferred
alternative, without consulting the decision-maker
again. The preferred alternative is the one which
has a greater value in the approximated function.

5 Results

For representing an analytical model, which will
be used for the purpose of simulating the decision-
maker preferences, we initially choose a bidimen-
sional unimodal Gaussian (see Figure 3). This
model was chosen because is intuitive that the pref-
erences of the decision-maker should be an uni-
modal function, the preferences about each alter-
native must not be negative numbers and should
decay for zero for bad alternatives.

Surface Level sets

Figure 3: Expected model of the decision-maker
preferences.
Considering a decison making problem with 50 fea-
sible alternatives in the [−2, 2] interval, we use
these alternatives to establish the domain of the
approximated function and construct one grid with
400 fictitious alternatives. With this grid, we build
the ranking and construct an utility function ap-
proximation through a MLP 2-18-1.

Figure 4 shows the ranking and Figure 5 shows the
ANN function approximation.

All the alternatives 20% of the alternatives

Figure 4: Ranking found to the alternatives of the
grid.

Surface Level sets

Figure 5: Artificial neural network which models
the decision-maker preferences.

Now, we present another analytical model: a bidi-
mensional bimodal Gaussian (see Figure 6). This
model is appropriate when the decision-maker has
two tendencies well defined for the preferences. As
the domain is represented uniformly by the grid
of fictitious alternatives, these tendencies are mod-
elled by the ANN in an accurate way.

Surface Level sets

Figure 6: Expected model of the decision-maker
preferences.

Considering a decison making problem with 50 fea-
sible alternatives in the [−2, 5] interval, we use
these alternatives to establish the domain of the
approximated function and construct one grid with
400 fictitious alternatives. With this grid, we build
the ranking and construct an utility function ap-
proximation through a MLP 2-24-1.

Figure 7 shows the ranking and Figure 8 shows the
ANN function approximation.

Surface Level sets

Figure 7: Ranking found to the alternatives of the
grid.

Surface Level sets

Figure 8: Artificial neural network which models
the decision-maker preferences.
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In 50 algorithm executions, the proposed method-
ology found the solution that would be chosen by
the decision-maker in a scenario of queries perform-
ing an exhaustive comparison among the alterna-
tives (See Section 3.2) for both models. These
results show that the decision-maker preferences
could be represented for the approximated func-
tion found by the ANN.

6 Conclusions

In this paper, we presented an utility function ap-
proximation in a decision problem using a ranking
process and an ANN. This approximation reflects
the decision-maker preferences in a specified do-
main, in which the ANN is trained. This method
is suitable when the decision-maker has the prefer-
ences in accordance with the usual assumptions of
multiattribute utility theory.

With this approximation, problems in which the
same decision-maker is consulted many times in
similar processes, as in approximation of a Pareto
set, can be solved in the following way:

- given a decision making problem, we define a
domain for the utility function approximation
and construct a grid of fictitious alternatives;

- with the grid, we build a ranking and get a
parcial sorting for the alternatives;

- with the grid and the ranking, we construct
the artificial neural network input and output;

- using the artificial neural network, we get an
utility function approximation in the chosen
domain.

With this approximation, no more queries to the
decision-maker are necessary, since the preferences
are modelled through the approximated function.
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