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Abstract

In this paper, a genetic algorithm
has been used 1o design of neurofuzzy
systems as an alternative to traditional
nonsupervised learning methods for
neural networks. Fuzzy systems and
neural networks also get improved
behaviour with their symbioses. Here,
we have integrated neural networks,
fuzzy  systems and  evolutionary
computing techniques to developed a
control system for an automatically
guided vehicle (AGV). The network
learns to guide the AGV to given goals
without collisions. The knowledge
learned by the network can be
extracted as if-then fuzzy rules and the
number of rules, number of partitions
and the shape and position of
membership  functions are easily
determined.

1. Introduction

Recently, researchers have studied the
symbiosis of genetic  algorithm
techniques, fuzzy set theory and neural

networks. For instance, genetic
algorithms have been used to design
fuzzy systems. This determines
membership  functions, consequent
parts and the number of if-then fuzzy
rules [Tak93a]. Likewise fuzzy set
theory is being used to adjust some
parameters of genetic algorithm such as
population size, mutation rate and
crossover rate [Tak93b].

Another interesting integration
concerns fuzzy set theory and neural
nerworks [Lin91]. The resulting system
1s a neurofuzzy network, which shares
the benefits of the original systems:
paraliel  computation,  robustness,
natural language processing and
imprecise data processing [Fig93].

Genetic  algorithms  have  been
considered as an alternative learning
method for neural networks, filling the
nonsupervised learning method gap
[Ich92, Mac92].

In this paper we present a controller for
an automatically guided vehicle (AGV)
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which integrates the above three areas,
that is, by using techniques of soft
computing. The network learns to
guide the AGV to goals without
colliding with environment obstacles.
The knowledge acquired by the
network can be extracted as if-then
fuzzy rules since it also determines the
number of rules, membership functions
and consequent parts. This neurofuzzy
model is an attractive and convenient
approach for designing fuzzy systems.

2. A Neurofuzzy Network

The fuzzy neural network used here
will be briefly described below. For
more details please refer to [Fig93],
where it first appeared. The structure of
the system under discussion will be
centered around a set of "if-then
conditional statements (rules) given as
follows:
input premise: X, isA,and  XyisAy

rule 1: ifX,isAland X, isA), thenyisg'

rde M ifX,isANand X, isA} thenyisg”

consequence yisg

where: X, is a fuzzy variable, 4; and Al
are the corresponding fuzzy sets, while
"y" is a real variable, gi are viewed as
constants defined in the output space.

All the universes are assumed to be
discrete. To simplify the notation we
make z, the grade of membership of Z
at x(Z(x) = z) with x, denoting a
numerical value in the input space.

The control decision y is determined via
a sequence of the three reasoning
stages: matching, antecedent
aggregation and rule aggregation.

These steps are carried out by
specialized neurons, the ~min-max
neurons [Gom92], which model more
closely their biological counterparts, by
incorporating more complex
decodification function, synaptical and
input aggregation operators [RocS2].
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The proposed fuzzy neural network
(see Fig. 2.1) has a feedforward
architecture with five layers of neurons.
The first layer implements input
fuzzification, the  second rule
antecedent  matching, the  third
antecedent aggregation, the fourth
consequent aggregation. The last layer
supplies the final output, as a weighted
average of each rule output

contribution.

3.A Brief Overview of GA

A genetical algorithm (GA) is basically
a search procedure based on biological
evolutionary  mechanisms:  natural
selection, genetic recombination and
mutation.
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Figure 3.1 The basic Genetic Algorithm.

As in its natural counterpart, the GA
operates upon a population of
candidate solutions, a sample of points
in the solution-space. Each individual is
represented by its operational
characteristics, in a coded form, the
chromosome. This chromosome may be
thought of as the coordinates of the
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individuals in the solution space. The
chromosome may be a string of bits
(most common), of real or integer
numbers or even an array of numbers
(as in [Ich92]).

The search procedure is outlined in
Figure 3.1. At first, the whole
population is evaluated singly and each
individual is awarded a fitness function,
based upon its performance as a
solution. Then, a set of individuals
(usually two) are selected, according to
their fitness function, for the re-
combination operation. Recombination
consists of two operations: crossover
and mutation. These operations occur
with  probabilities P. and Pa,
respectively.

Crossover promotes the exchange of
parts of the involved individuals’
chromosome. One or more Crossover
sites are selected and the genetic
substrings thus defined are switched
among the individuals (see Fig. 3.2).
The principle (the building blocks
principle) behind this exchange of
genetic material is that high fitness
individuals owe their good performance
to good characteristics coded in their
chromosomes. Thus the recombination
of good building blocks would result in
better individuals. The mutation
operator adds a variable amount of
noise to the chromosome, generating
new varieties of solutions.

: STOWREVSE wity |
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The selection and recombination
process is repeated until a given
amount of new candidate solutions are
generated. This  percentage, the
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generation gap (G), is usually defined
in terms of a fraction of the size of the
original population. A new population
is formed by (1-G)*sizeof(old
population) individuals of the old
population plus the newly-generated
individuals. A variation of this scheme
involves keeping the best individual of
the old population. This is known as
elitism, and usually is used with high
gap (G— 1) variations of the GA.

Once a new population is formed, the
process is repeated, until a satisfactory
solution is created or until a given
number of population iterations, known
as generations, is executed.

It can be shown that the population
maintained by the GA converges to an
optimal solution [Qi94].

4.Neurofuzzy leaming employing
a GA

The design of neural networks using
GA techniques has been considered by
many authors. At present, three main
research fields may be identified: the
determination of the overall structure of
the neural network (number of layers
and neurons, as well as the connections
between them), the optimization of
traditional training algorithm
parameters and the optimization of the
synaptic weights.

Ichikawa and Sawa’s use of GA
[Ich92] for training a neural-network is
an example of the synaptic-type GA-
neural network integration. They use an
integer array-codified neural network
as a population member. The
characteristics encoded were the
synaptic weights, while the structure
remained the same throughout each
case problem. Since their neural
network was inserted in a feedback
control loop, they could not rely upon
the usual (input, output) comparison
fitness function. Instead they built a
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fitness function that evaluated the
behaviour of the controlled plant during
the simulation, against that what would
be desired.

Harp et al. [Har89Jtook the overall
structure track and developed a GA
software package that tuned both the
backpropagation parameters and the
structural characteristics of the neural
netowrk. Once again, the feed-forward
network model was used.

In our approach both the synaptic-
optimization and structure
determination are applied to the
neurofuzzy network.

The GA employed is an elitist model
operating upon an integer/real
chromosome. The characteristics tuned
by the GA over the generations are the
rule base ‘consequents and the
membership functions, given by shape
and position. The rules consequents are
represented as real genes, while the
membership function representation is
more complex, contained in a 2-tuple
(center, type), where center determines
the whereabout of the function centre
point and type is either trapezoid shape
or triangular shape (see Table 3.1).
Thus, for an n-rule rule base, &
antecedents and f, membership
functions per  antecedent,  the
chromosome describing this neurofuzzy

k
network has n+ 2 f, real genes and

ig integer genes.

i=}

The initial population is generated
randomly. The membership function
genes are interpreted according to its
shape and center point and its
immediate neighbours’ shapes and
center points. The previous function
determines the left side of the current
function and the following function the
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right side of the current function. See
Table 3.1.

Crossover always occurs, selecting only
one site. The individual selection uses
the weighted roulette algorithm, which
confers higher selection probabilities to
individuals with higher fitness. The
mutation operator is quiescent for most
of the run (probability zero).

Table 3.] Membership Function Shaping

Function Function Function (/)’s right
(1/'s shape (i+1)'s side and
{cenler shape Function (i+1)'s
point 1s ¢j) j(center point left side
is ci+ 1)

Tnangular | Triangular | - |

1 |

| 1
Tnangular | Trapezoid ,

PaN

e, b R - B
Trapezoid | Triangular

[N

Trapezoid | Trapezoid —

I
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The mutation probability jumps
abruptly to 0.1, for one generation,
when the average population fitness
becomes greater than or equal to 90%
of the best population fitness. This
population “shake-up” creates
individuals with new genetic traits,
staving off population staleness. Our
convergence-triggered mutation
operator is based on Kauffman's
strategy of periodic mutational bursting
[Kau6].

Each individual was evaluated by
placing it in a simulated environment
containing obstacles and targets for a
given amount of time or until it collided
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with an obstacle. The objective function
is given as a function of the number of
targets reached, the mean distance
covered and the distance to the target
at the end of a simulation. The fitness
function value is generated by scaling
the population objective function
values.

5. Results
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Figure 5.1 Objective Function Evolution Run A.

Two variants of the GA described in
section 4 were used. Variant A had a
104 member population and used a
simulation with 3500 time steps and
presenting 4 obstacles in 4 sequences
((ABCD), (B,CDA) etc) The
objective function was taken as an
average of the objective functions over
each sequence.

Variant B had a 64 member population
and used a simulation with 2000 time
steps, presenting only one sequence
with four obstacles (A,B,C.D). The
convergence behaviour can be seen in
Fig.5.1.

Variant A presented the best results,
given its more thorough and varied
objective function evaluation (Fig.5.2).
The AGV was able to navigate
successfully even when the targets were
placed in different places (Fig.5.3).
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Yarest Secguance is: AECD.

Figure 5.2 Best individual run, Variant A.

Torsst fasuancse is: ABOD.

Figure 5.3 Different targets, Variant A

6. Conclusion

We introduced in this paper a type of
genetic algorithm as an alternative
learning method for neurofuzzy
networks. The method was evaluated
using the AGV autonomous control
problem. Simulation results show that
the network successfully guides the
vehicle to the goals without colliding.”

We have also investigated the control
of mutation rate using the degree of
population convergence. Mutation
occurs only if the population
convergence is greater than a given
threshold value.

Afier the learning period we were able
to extract the knowledge of the
network as if-then fuzzy rules (number
of rules, partitions and membership
functions).

Currently we are seeking to
progressively increase the complexity
of the problem, using two approaches:
e incorporating a set of several,

increasingly complex environments in
the evaluation;
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e implementing several runs, each with
increasingly difficult lay-outs, where a
part of the initial population of each run
would be taken from a sample of the
preceding run.
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