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Abstract

MKPLS, a non-linear version of the Partial Least-
Squares regression is presented. The non-linearity is in-
troduced in the classical algorithm through the use of
multiple kernel functions, thus providing an straightfor-
ward non-linear adaptation. MKPLS provides a multi-
kernel based version for the PLS algorithm with a com-
petitive modeling error. Experimental results show that
the use of different kernels for the regression model en-
hances the predictive power when compared to a PLS re-
gression based on only one function kernel.

1. Introduction

Partial Least Squares regression (1; 2) has been
widely used in the chemometric field for the robustness
of the generated model when the number of variables is
large when compared to the number of samples. This
led to its application to many other areas, such as pro-
cess monitoring, marketing analysis and image process-
ing (3; 4; 5; 6; 7; 8).

In this paper, we propose MKPLS, a multi-kernel
based algorithm for Partial Least-Squares regression. A
kernel PLS2 algorithm based on only one kernel has al-
ready been proposed in (9), showing that the use of non-
linear modeling can improve predictive power. With MK-
PLS we show that using different kernels at the training
phase provides a better adaptation to the input data, re-
sulting in not only a more compact model but also a better
prediction quality.

In order to measure the performance of MKPLS, we
report some experiments on data sets mainly related to
NIR spectra analysis, such as wheat data for chemomet-
rics (10) or combustible (11). For the kernel based regres-
sion, LPLS is used, a kernel PLS formulation for the case
of only one dependent variable (PLS1), that shows bet-
ter numerical stability when compared to the PLS kernel
algorithm in (9).

In section 2, our multi-kernel approach is described.
In section 3, the empirical results obtained with the se-
lected data set are shown. Finally, in section 4, we sum-
marize our findings.

2. MKPLS: Multi-Kernel PLS regression al-
gorithm

The main motivation for MKPLS was the PRESS
curve obtained with one kernel PLS when compared to
the standard linear PLS. For example, if both curves are
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Figure 1: PRESS values for PLS and LPLS, Meat data
set.

plotted (figure 1) for the Meat data set described in sec-
tion 3.1.5, we see that one kernel PLS outperforms PLS if
one uses more than 13 factors. However, the performance
of one kernel PLS is really poor for the first factors. The
polynomial kernel defined as ����� �	��

����������������� can
barely model the predicted variable � for the first 10 fac-
tors. It would be interesting to have one regression model
that would be as sharp as PLS on the first factors, and as
sharp as one kernel PLS on the remaining ones. MKPLS

Multi-Kernel PLS regression approach
1. Apply one kernel PLS regression to first

kernel ���
2. Deflate second kernel ��� using model

obtained in step 1
3. Apply one kernel PLS regression to the

deflated kernel ���
Figure 2: MKPLS main steps.

generalizes the one kernel PLS by using a kernel matrix
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��� for the first
� � factors and then switching to a differ-

ent kernel � � for the remaining factors, as indicated by
the high level algorithm on figure 2. For the interpretabil-
ity of this operation it is important that the mapping done
with � � includes the mapping done by � � . Since the ad-
dition of two kernels is still a kernel, this can be simply
done by defining � � � � � � � where � denotes the
kernel for the additional non-linearity, Gaussian or poly-
nomial for instance.
This is meaningful in MKPLS since the switching of the
kernels is done by deflating the factors � � found with ��� .
This would make no sense if the mapping of ��� was not
also done with � � .
2.1. Training step

Given two kernel functions with the corresponding
kernel matrices � � and � � for some training data set, the
MKPLS model can be constructed through the following
procedure:

1. obtain the first
� � factors �������
	 ��� applying the one

kernel PLS algorithm using the first kernel matrix
� � ;

2. deflate the second kernel matrix � � and the depen-
dent variable 
 by applying the deflating algorithm
described in figure 3;

3. apply again the one kernel PLS algorithm to the de-
flated kernel obtaining the remaining

�
� model fac-

tors.

At the end of this procedure, the set of
� � � �

� factors
corresponding to the non-linear multi-kernel model will
be available.

� � and � deflation for the training step
� for � ��� to ���� ������ � �
� �� � � � ���� � ��  �!�"�� ����$#� �

% � � � � �'&  &  � � 
 � �� � � � � � � � �� # � � �( � � �)& � �+* ��, end

Figure 3: MKPLS training deflating algorithm.

2.2. Prediction step

Since the one kernel PLS prediction algorithm uses a
specific kernel matrix related to the test data set, it will be
also necessary to switch the kernel matrices � �� and � ��
during the prediction phase.

1. apply the same prediction algorithm starting with
� �� . However the set of

� � score � �� should be re-
tained for deflation along with the predicted � ;

2. deflate � �� using the algorithm in figure 4. Note the
use of - �� obtained during training deflation;

3. apply the prediction algorithm starting with the de-
flated � �� and the predicted � obtained in step 1.

� �� deflation for the prediction step
� for � ��� to ����  � � � �� � � � �� # � ��  � � � � � �"� �� # � �� � �� � � �� &  �.&  � � 
 ���� �"�� � � � � ����$#� � �% end

Figure 4: MKPLS prediction deflating algorithm.

The MKPLS training and prediction procedures are
very close to the one kernel version of PLS. The main
difference being the deflation algorithms for the kernel
function switching.

3. Experimental results

3.1. Data Set descriptions

3.1.1 Wheat

The first one was taken from Kalivas (10). We used the
data set containing the NIR spectra of �0/1/ wheat sam-
ples along with specified protein and moisture content.
Of the �0/2/ spectra, 70 were utilized for training (calibra-
tion) and the

� / remaining ones for testing (validation)
the constructed model.

3.1.2 Light gas oil

As the second data set, we used the light gas oil data
available at Dalhousie University (11). For the calibra-
tion and validation matrices we used the first 70 and re-
maining 44 samples respectively, along with the concen-
trations of the four components in each sample.

3.1.3 Combustible

As the third data set, we used a set of 30 combustible sam-
ples for which the NIR spectra over 3632 channels have
been measured. Samples were reduced to contain only
363 measures by using every tenth response. 21 samples
were utilized for calibrating (70% of the set) and the re-
maining 9 for validating.

3.1.4 Corn

As the fourth data set, the NIR spectra of corn samples
were used. This data set consists of 80 samples of corn
measured on 3 different NIR spectrometers. As the de-
pendent variables, the moisture, oil, protein and starch
values for each of the samples were used.
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Table 1: Data Sets used for testing

Data Set Samples Ind. Var. Dep. Var.
Wheat 100 141 2
Meat 215 100 3
Combustible 30 363 3
Light gas oil 114 572 4
Corn 80 700 4

3.1.5 Meat

The Tecator data set was used next, (12), where the task
was to predict the fat content of a meat sample on the
basis of its near infrared absorbance spectrum. As sug-
gested by the author, the first 172 samples were used for
training while the following 43 for testing purposes.

3.2. Experiment results

To compare the PRESS of the model produced by
MKPLS with PLS and LPLS, two key characteristics are
observed:

1. model complexity;

2. prediction quality.

The number of required factors to achieve a sufficiently
small prediction error is our modeling complexity mea-
sure. This is obtained by comparing the PRESS curves
for either the first 10 or 15 factors. The minimum PRESS
value is our prediction quality measure.
For each region just described, the minimum of each
curve is compared. Also the percentage of times that
MKPLS performed equally or better is calculated since
re-sampling is done 20 times. For each data set, the fol-
lowing parameters are used:

1. the first kernel function resulting in matrix � � ;
2. the number

� � of factors calculated with � � ;
3. the second kernel matrix � � used along with its pa-

rameters.

For all data sets, the identity kernel yielding the � � ma-
trix given by � � � ��� � was used. Polynomial, Gaus-
sian or both kernels were used for � � for all experiments.
To illustrate the overall behavior of the MKPLS perfor-
mance, the PRESS values of the three models are plotted
for some data sets.
As we can see in figures 5 and 6 the MKPLS modeling
benefits from both PLS and LPLS modeling. The poor
performance of the non-linear model for the first factors is
eliminated, and the good predictive quality at higher fac-
tors is maintained. Table 2 shows the results for all data
sets regarding the first factors, whereas table 3 shows the
performance of MKPLS over the two other models con-
sidering up to 30 factors. In both tables MKPLS over PLS
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Figure 5: PRESS values of PLS, LPLS and MKPLS for
Light gas oil data set.
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Figure 6: PRESS values of PLS, LPLS and MKPLS for
Meat data set.

means the minimum PRESS gain obtained with MKPLS
when compared to PLS for the selected factors, or:

�0/1/ �
�
� &����	� 
�

����������������������	� 
�

������� ����� ���

The same applies to MKPLS over LPLS.
Table 4 reports for each data set the kernel function

used for the non-linear modeling, the amount of factors
observed to evaluate the model complexity and the num-
ber of factors used with the identity kernel.

The same non-linear kernel function along with its
parameters used for LPLS modeling, were also used for
MKPLS.
On some data sets like Combustible, the MKPLS model-
ing not only benefits from both PLS and LPLS modeling,
but results on table 3 show that the use of linear modeling
for the first factors improve the quality of the non-linear
on the remaining ones. Other data sets like Meat elimi-
nate the poor performance of LPLS for the first factors,
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Table 2: MKPLS PRESS comparison between PLS and
LPLS for first factors.

Data Set MKPLS over PLS
mean std.dev. � draw � win

Wheat 1.32 4.54 35.0 45.0
Meat 14.04 14.51 0.0 90.0
Combustible 3.09 11.86 45.0 45.0
Light gas oil -0.32 2.34 75.0 20.0
Corn 1.91 3.01 45.0 55.0

Data Set MKPLS over LPLS
mean std.dev. � draw � win

Wheat 23.81 24.48 0.0 95.0
Meat 58.47 6.84 0.0 100.0
Combustible 45.60 40.14 0.0 95.0
Light gas oil 15.94 18.93 0.0 85.0
Corn 32.90 15.10 0.0 100.0

Table 3: MKPLS PRESS comparison between PLS and
LPLS for all factors

Data Set MKPLS over PLS
mean std.dev. � draw � win

Wheat 13.07 12.86 15.0 85.0
Meat 41.47 19.82 0.0 95.0
Combustible 29.36 24.76 25.0 75.0
Light gas oil 0.60 1.95 65.0 30.0
Corn 1.24 11.00 15.0 55.0

Data Set MKPLS over LPLS
mean std.dev. � draw � win

Wheat 6.52 11.89 0.0 80.0
Meat -4.65 11.70 0.0 45.0
Combustible 48.82 47.36 0.0 90.0
Corn 18.81 16.61 0.0 90.0
Light gas oil 11.22 21.92 0.0 80.0

Table 4: Data Sets used for testing

Data Set kernel Factors N. factors
Data Set kernel observed with ���
Wheat pol. 10 7
Meat pol. 10 5
Combustible pol. 10 7
Light gas oil gauss. 15 12
Corn both 15 12

but for the remaining shows a similar behavior.

4. Conclusions

We introduce MKPLS, a multi-kernel based algo-
rithm for Partial Least-Squares regression. Instead of us-
ing only one kernel, many can be used during the training
and prediction steps.

We have made experiments with 5 chemometric data
sets using the identity kernel (resulting into the standard
linear PLS algorithm) as the first one and a polynomial,
Gaussian, or both when appropriate, for the second. It
turns out that the main characteristics of MKPLS are:

1. more compact model;

2. same learning rate as PLS for first factors;

3. competitive prediction quality when compared to
LPLS;

4. at least the same performance as other models.

As we can see, MKPLS can be considered an alterna-
tive approach when using kernel based PLS regression.
Furthermore, the same approach of MKPLS for switch-
ing kernels could be used to other kernel based regression
schemes, (13; 9).
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[7] R. Milidiú, R. Renterı́a, and C. J. de Lucena. Dpls and
ppls: Two pls algorithms for large data sets. In 2nd Inter-
national Symposium on PLS and Related Methods, pages
175–186, Capri, Italy, October 2001.
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