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Abstract

The mental pathology known as neurosis, its aetiol-
ogy, and the development of symptoms are described in
terms of their relation to memory function. We propose,
based on a neural network model, that neurotic behav-
ior may be understood as an associative memory process
in the brain, and that the linguistic, symbolic associa-
tive process involved in psychoanalytic working-through
can be mapped onto a corresponding process of recon-
figuration of the neural network. The model is illustrated
through a computer simulation implementation.

1. Introduction

We propose a schematic functional model for some
concepts associated with neurotic mental processes as
described by Sigmund Freud and further developed on
by Jacques Lacan [1, 2, 3, 4, 5, 6]. Our description is
based on the current view that the brain is a cognitive sys-
tem composed of neurons, interconnected by a network
of synapses, that cooperate locally among themselves
to process information in a distributed fashion. Mental
states thus appear as the result of the global cooperation
of the distributed neural cell activity in the brain. We
also consider that the emergence of a global state of the
neural network of the brain generates a bodily response
which we will call an act.

Based on the view of the brain as a parallel and dis-
tributed processing system [7, 8, 9], we assume that hu-
man memory is encoded in the architecture of the neural
net of the brain. By this we mean that we record informa-
tion by reconfiguring the topology of our neural net, i.e.
the set of active neurons and synapses that interconnect

them to each other, along with the intensities and dura-
tions of these connections [10]. We will often refer to
this reconfiguration process as learning.

Once a memory trace has been stored, whenever a
stimulus excites the neural net to a certain energy state�

, the net will stabilize into a local minimum energy
state

���
, in which the circuit corresponding to the stored

memory trace most similar to the stimulus becomes ac-
tive and, as a result, will generate the respective output.
This is referred to as an associative memory mechanism
[11, 7].

Since there is no clear consensus on the relevance
of quantum effects in the macroscopic phenomena that
underly molecular and cellular activity in the brain, we
therefore take a classical approximation of these phenom-
ena. In particular, we disregard the possibility of the
occurrence of nondeterministic events in brain activity
caused by quantum effects. We thus attribute any un-
predictability in mental behavior to the sensitivity of the
non-linear, complex neural networks to initial states and
to internal and external parameters, which cannot be de-
termined exactly.

Finally, we assume that each brain state (global state
of the neural network) represents only one mental state
at each time instant. This is equivalent to affirming, in
linguistic terms, that at each time instant, each symbol
is associated to only one significance (meaning), which
represents a synthesis of an experience, so that we have
a one-to-one functional mapping. We suggest that the
symbol is represented physiologically by a minimal en-
ergy state of the neural net configuration, which encodes
the memorized symbolic information.

The remainder of the paper is organized as follows. In
the next section, we introduce concepts associated with
neurotic phenomena as described by Freud, which we
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model in sections 3 and 4. In section 5 we describe the
simulation experiments and their results, and draw our
conclusions.

2. Basic concepts associated with neuroses

As a result of the assumptions we have made in the
introduction, each repressed or traumatic memory trace
stored in our brain is associated, as other non-traumatic
memories, to one of the possible minimum energy states
of our biological neural net.

It is one of the early findings of psychoanalytic re-
search regarding the transference neuroses, that trau-
matic and repressed memories are knowledge which is
present in the subject but which is inaccessible to him,
i.e. momentarily or permanently inaccessible to the sub-
ject’s conscience. It is therefore considered unconscious
knowledge [12, 13, 2]. They arise from events which give
the mind a stimulus too powerful to be dealt with in the
normal way, and thus result in permanent disturbances.

Freud observed that his neurotic patients systemati-
cally repeated symptoms in the form of ideas and im-
pulses. This tendency to systematically repeat symptoms
was called by Freud a compulsion to repeat [3]. He re-
lated the compulsion to repeat to repressed or traumatic
memory traces. The original cause of the repression is
given by a conflict associated with libidinal fixation and
frustration. The neurosis installs itself in the form of ”a
contention between wishful impulses, or, . . . a psychical
conflict. One part of the personality champions certain
wishes while another part opposes them and fends them
off.” [2].

The result of clinical experience in psycho-analysis
since late nineteenth century has revealed that patients
with strong neurotic symptoms have been able to obtain
relief and cure of painful symptoms through a mechanism
called working-through [14]. The procedure aims at de-
veloping knowledge regarding the causes of symptoms,
by accessing unconscious memories. Psycho-analysis
aims not only at constructing conscious knowledge of
the repressed, unconscious material, but beyond that and
most importantly, at understanding and changing the way
in which the analysand obtains satisfaction [3, 5]. For
this purpose, it is fundamental that the analyst positions
himself in the sessions in a manner that compels the
analysand to a new outcome. Lacan emphasizes the cre-
ative nature of transference [15]. A mere repetition, such
as that which takes place in our everyday life, simply re-
inforces the traumas and repressions.

3. Functional model for the neuroses

We propose that the neuroses manifest themselves as
an associative memory process. An associative memory
is a mechanism where the network returns a given stored
pattern when it is shown another input pattern sufficiently
similar to the stored one [11, 7]. Although neural net-
works have been proposed to help diagnose neuroses and

schizophrenia [16], we are not aware of any previous ef-
fort to model neuroses with a distributed processing, neu-
ral network approach.

We propose in our model that the compulsion to re-
peat neurotic symptoms can be described by supposing
that a neurotic symptom is acted when the subject is pre-
sented with a stimulus which resembles, at least partially,
a repressed or traumatic memory trace. The stimulus
causes a stabilization of the neural net onto minimal en-
ergy states corresponding to the original memory trace,
which in turn generates a neurotic response (an act).

In neurotic behavior associated with a stimulus, the
act is not a result of the stimulus as a new situation but
a response to the original repressed memory trace. The
original repression can be accounted for by a mechanism
which inhibits the formation of certain synaptic connec-
tions. The inhibition may be externally imposed, for ex-
ample by cultural stimulation or the relation with the par-
ents, and internalized so that the subject inhibitively stim-
ulates the regions associated with the memory traces, not
allowing the establishment of certain synaptic connec-
tions.

We thus map the linguistic, symbolic associative pro-
cess involved in psychoanalytic working-through into a
corresponding process of reinforcing synapses among
memory traces in the brain. These connections should
involve declarative memory, leading to at least partial
transformation of the repressed memory to conscious-
ness. This has a relation to the importance of language
in psychoanalytic sessions and the idea that unconscious
memories are those that cannot be expressed symboli-
cally.

We propose that as the analysand symbolically elabo-
rates the manifestations of unconscious material and cre-
ates new editions of old conflicts through transference in
psychoanalytic sessions, he is reconfiguring the topology
of the neural net in his brain by actually creating new
connections and reinforcing older ones, among the sub-
networks that store the repressed memory traces. The
network topology which results from this reconfiguration
process will stabilize onto new energy minima associated
with new conscious or unconscious responses or acts.

In our model, it is clear why repetition in psycho-
analysis is specially important. Neuroscience has estab-
lished that memory traces are established by repeatedly
reinforcing, through stimulation, the appropriate synap-
tic connections. This is exactly the learning process in
a neural network and accounts for the long durations of
psychoanalytic processes. Much time may be needed to
overcome resistances in order to access and interpret re-
pressed material, and even more to repeat and reconfigure
the net in a learning process.

Our model differentiates, from the physiological point
of view, psychoanalytic working-through from the neu-
rotransmitting drug therapy, characteristic of psychiatric
treatment. Drugs change network response by having a
more global effect over the net. This global effect can-
not account for the selective fine-tuning process achieved
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by reconfiguring individual synapses, through psychoan-
alytic working-through.

4. Computational model

Memory functioning is modeled by a Boltzmann ma-
chine [11, 17] We consider � nodes, which are connected
symmetrically by weights �	� 
����
�� . The states of the
units

� � , take output values in ����������� . Because of the
symmetry of the connections, there is an energy func-
tional ��� � � ��������� � �! �"
 �#�"
 � � � 
$� (1)

which allows us to define the Boltzmann distribution
function for network states

%&� � � � �'���)(�*,+.-/� �0� � � � ���1 243 !57698;: (�*,+�-<� ��� � � � �'�1 2 �
(2)

where
1

is the network temperature parameter. Pattern
retrieval on the net is achieved by a standard simulated
annealing process, in which the network temperature

1
is gradually lowered by a factor = .

In our simulations, initially, we take random connec-
tion weights �>� 
 . We also consider that the network is
divided into two weakly linked subsets, representing the
conscious and unconscious parts of the memory. This
is done by multiplying the connections between the two
subsets by a number less than one.

Once the network is initialized, we find the stored pat-
terns by presenting many random patterns to the Boltz-
mann machine, with an annealing schedule = that per-
mits stabilizing onto the many local minimum states of
the network energy function. These initially stored pat-
terns, associated as they are to two weakly linked subnet-
works, represent the neurotic memory states. One verifies
that when initializing the “conscious” nodes of the mem-
ory into one of these states and the “unconscious” nodes
on a random configuration, the net rapidly evolves into
one of the neurotic memory states.

In order to simulate the working-through process, one
should stimulate the net, by means of a change in a ran-
domly chosen node ? � belonging to the “unconscious”
section of a neurotic memory pattern. This stimulus is
then presented to the network and, if the Boltzmann ma-
chine retrieves a pattern with conscious configuration dif-
ferent than that of the neurotic pattern, we interpret this
as a new conscious association, and enhance all weights
from ? � to the changed nodes in the conscious cluster.
The increment values are given by@ � �"
 �)A�B � � B � 
 B$� �>CED � (3)

where A is the learning parameter chosen in
�GF ���H� , and� �	CID the maximum absolute initial synaptic strengths.

We note that new knowledge is learned only when the

stimulus from the analyst is not similar to the neurotic
memory trace.

This procedure must be repeated for various rein-
forcement iterations in an adaptive learning process, and
also each set of reinforcement iterations must be repeated
for various initial annealing temperature values. The new
set of synaptic weights will define a new network config-
uration.

5. Simulation model illustration

For a network with �J�LK  nodes such that �NM�O9PQ��HR of them belong to the unconscious subset, the model
depends on the parameters listed in Table 1, which also
gives the corresponding values for our simulation ex-
periment. The memory configurations before working-
through are shown in Table 2. After the learning process,
one obtains a new set of patterns shown in Table 3. In
both tables, minimum energy values are listed in the last
column. Many repetitions are needed in the learning pro-
cess for the observation of new network states.

Table 1: Parameter set for illustrative simulation experi-
ment.� : 32

number of nodes in each subset, � M�O9P : 16
initial temperature for finding global

minimum with simulated annealing: 1.0
initial temperature for seeking local

minima with simulated annealing: 0.05
lowest temperature for simulated annealing: 0.001= for finding global minimum: 0.95= for finding local minima: 0.50
number of iterations per temperature in

simulated annealing: 20
number of trial patterns for initial

configuration pattern detection: 10000
parameter for initializing intercluster

synapses: 0.5A : 0.3
number of iterations for reinforcement

learning: 1000

Table 4 shows the associativity capability of the net-
work before working-through, i.e. of a neurotic network,
as a function of initial annealing temperature, by present-
ing a single random pattern to the Boltzmann machine
and varying the temperature. The second column lists the
energy value associated with the pattern onto which the
machine stabilizes for each temperature. With a small
annealing schedule, we see in Table 4 that as temperature
is varied in the model, new memory configurations are
attainable from a given initial pattern. In our intial exper-
iments, some simulations required a temperature increase
to allow association of stimulus from the analyst from a
neurotic state to a new conscious configuration.
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Table 2: Memorized patterns for initial network configu-
ration.

Conscious Unconscious Energy

0 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 1 1 0 0 1 0 1 1 0 0 0 1 1 0 0 -216.2
0 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 0 0 1 0 1 1 0 1 1 0 0 0 1 1 1 0 -208.2
0 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 1 1 0 1 1 0 1 0 0 0 0 1 1 1 0 -215.0
0 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1 1 0 -215.6
0 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1 0 1 -215.9
0 1 1 0 1 1 1 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 1 1 0 1 0 0 0 1 -167.8
1 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 1 0 0 1 1 0 0 1 0 0 0 1 1 0 0 -208.2
0 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 0 1 1 1 1 1 0 0 1 0 1 0 1 1 0 0 -200.9
0 1 1 1 1 1 1 0 0 0 1 0 1 0 1 1 1 0 1 0 0 0 1 0 1 0 0 1 0 0 0 0 -169.1
0 1 1 1 1 1 1 0 0 0 1 0 1 0 1 1 1 0 1 0 0 0 1 0 1 1 0 1 0 0 0 1 -171.4
0 1 1 1 1 1 1 1 0 1 1 0 1 0 1 1 0 0 1 0 0 1 0 0 1 0 0 1 1 1 0 0 -198.1
1 0 0 1 0 1 1 0 1 0 1 0 0 0 1 1 0 1 0 1 1 0 1 0 0 1 0 1 0 0 0 0 -128.9
1 0 0 1 0 1 1 0 1 0 1 0 1 0 1 1 1 0 1 0 1 0 1 0 0 0 0 1 0 0 1 0 -133.9
0 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 1 1 1 0 1 1 0 0 0 0 0 0 0 0 0 -105.0

In neural network modeling, temperature is inspired
from the fact that real neurons fire with variable strength,
and there are delays in synapses, random fluctuations
from the release of neurotransmitters, and so on. These
are effects that we can loosely think of as noise [11, 7,
10]. So temperature in Boltzmann machines controls
noise. In our model, temperature, i.e. noise, allows asso-
ciativity among memory configurations, lowering synap-
tic inhibition, in an analogy with the idea that freely talk-
ing analytic sessions, and stimulation from the analyst
lower resistances and allow greater associativity.

The model is in agreement with psychoanalytic expe-
rience that working-through is a slow process, where the
individual slowly elaborates knowledge by re-associating
weak memory traces and new experiences. This self-
reconfiguration process, which we represent in the model
by a change in network connectivity, will correspond to
new outcomes in the subject’s life history. Repetition is
an important component of this process, and our model
illustrates this by the repetitive adaptive reinforcement
learning, involved in the simulation of working-through.
Although biologically plausible and in accordance with
aspects of clinical experience described by psychoanaly-
sis, the model is very schematic and far from explaining
the complexities of mental processes. Although still in
lack of experimental verification, it seams to be a good
metaphorical view of the basic concepts of neurotic be-
havior described by Freud, to which we have referred.

We are now proceeding to systematically study the
parameter dependency of the model. If possible, we will
try an interpretation of these parameter dependencies as
associated to memory functioning in the brain and psy-
chic apparatus functioning.
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Table 3: Memorized patterns after the simulated wor-
king-through process.

Conscious Unconscious Energy

1 1 0 1 1 1 1 1 0 1 1 0 1 0 1 1 0 0 1 1 1 1 1 0 0 0 0 1 1 1 1 1 -428.0
0 1 0 0 1 1 1 1 0 1 0 0 1 1 1 1 0 1 0 1 1 1 0 0 1 0 1 0 1 1 0 0 -198.4
0 1 1 0 1 1 1 1 0 1 0 0 1 0 1 1 0 1 0 0 0 0 0 1 1 1 0 1 1 1 0 1 -220.4
0 1 0 0 1 1 1 1 0 1 0 0 1 1 1 1 0 1 1 1 0 1 0 0 1 0 1 0 1 1 0 0 -198.9
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