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Abstract

In this paper we intend to evaluate the use of mul-
tilayer perceptron neural network in a spatiotemporal
patterns estimation problem and to compare the perfor-
mance of the Kalman Filtering with the Backpropagation
and the Levenberg-Marquardt training algorithms. The
study consists of applying multilayer perceptron for esti-
mation of the solar active regions evolution using sequen-
tial soft X-ray images obtserved by the YOHKOH solar
satellite telescope. The performance test in this appli-
cation is done by using the mean squared error, image
visualization and the Gradient Pattern Analysis (GPA)
technique, using the operator for characterization of Am-
plitude Asymmetric Fragmentation (AAF). The AAF op-
erator is being used for the first time in a performance
test with an Artificial Neural Network (ANN) applied in
spatiotemporal patterns estimation. The results confirm
the efficiency and efficacy of ANN as a tool to estimate
spatiotemporal patterns in this kind of application. The
tests indicate that although the Kalman Filtering showed
an efficacy to learn the patterns comparable to those of
the Backpropagation and the Levenberg-Marquardt algo-
rithms, it is inefficient from the computational viewpoint
in the sense that it takes a longer processing time. In ad-
dition, the ANN performance validation tests confirm the
utility of the AAF operator for the performance charac-
terization of spatiotemporal patterns algorithm genera-
tors.

1. Introduction

The implementation and performance of Artificial
Neural Networks (ANN) for the solar corona spatiotem-
poral patterns estimation are investigated. The pat-
terns are visualized by satellite images of the solar ac-
tives regions (http://www.solar.isas.ac.jp). To perform
the patterns estimation, the Backpropagation [1], the
Levenberg-Marquardt [2] and the Kalman Filtering [3]
training algorithms are used and compared with each
other. Based on these images, solar events forecast stud-
ies can allow us to predict the possible subsequent ef-
fects in the earth nearest regions (magnetic storms and

ionospheric disturbances). The technique has been tested
as a phenomenological tool to help the prediction of so-
lar activity into the Latin-American Space Weather Fore-
casting Program (PLAICE) [4] and in the Brazilian Deci-
metric Array Project (BDA) at DAS-INPE [5][6]. Also
the technique will be one of the tools in the Phenomeno-
logical Analysis System (SAF), which has been devel-
oped by Nucleus for Simulation and Analysis of Com-
plex Systems (NUSASC) at LAC-INPE. The neural net-
work answers will be mainly evaluated using the Ampli-
tude Asymmetric Fragmentation (AAF) matrix computa-
tional operator [7]. This operator is applied to both im-
ages, namely to the neural network answers(estimate) and
to the real images. The expectation in getting good results
with ANN is based on the fact that in the last few years
the ANN have been established to be an effective tool in
temporal series behavior forecast. They have also been
applied for some solar-terrestrial temporal series forecast
(e.g. [8]). In this work we are extending this application
for the spatiotemporal domain (images sequence analy-
sis). The use of ANN in image prediction is attractive
because they are capable of learning patterns, which due
to their complexity are hard to analyse by other tech-
nique. They also have the ability of integrating informa-
tion from samples and incorporating new characteristics
without degrading the previously acquired knowledge.

2. Training Algorithms

The Backpropagation is the most common learning
algorithm, however a neural network implementation
based on it could take too many steps and thus a long
training time. Therefore there are many studies based
on heuristics or on numeric optimization technique to ac-
celerate the algorithm convergence in order to improve
its efficiency related to the time training. In order to do
this, one of the chosen heuristics to this work is a def-
inition of the term momentum. This heuristic has been
demonstrated to have a good performance. We choose
the Levenberg-Marquardt [9] and the Kalman Filtering
[10], [11], [3] as numeric optimization techniques. Al-
though they present a greater complexity they have been
demonstrated to be efficient when compared to the gradi-
ent descent technique.
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2.1 Backpropagation Algorithm

The Backpropagation is the most popular algorithm to
train the multilayer neural network. It was developed by
Rumelhart et al. in 1986. It implements the gradient de-
scent technique, in order to minimize the mean square er-
ror between the desired and network output (with respect
to the weights). When the network is properly trained,
the Backpropagation algorithm tends to give reasonable
answers when presented to new inputs that it has never
seen.

2.2 Levenberg-Marquardt Algorithm

The Levenberg Marquardt is an approximation to
Newton’s method, an optimization technique more pow-
erful than the descent gradient. The Levenberg-
Marquardt weight actualization rule is:���������
	��
���
�����
���
	����

(1)

where
�

is the Jacobian matrix of derivatives of errors
with respect to the weights,

�
is a scalar, and

�
is the error

vector. If the scalar
�

is large, the above expression repre-
sents the steepest descent (with step ��� � ), while for small�

it reduces to the Gauss-Newton method, which is more
rapid and more precise, near the minimum error. Thus
the goal is to transfer the learning to the Gauss-Newton
method. So

�
is increased or decreased after each step

depending upon the case [2].

2.3 Extended Kalman Filtering Algorithm

The Kalman Filtering is an algorithm used to estimate
dynamic system states from noisy measurements. Thus it
is possible to use it in neural network for adjusting (esti-
mate) weights that find a computational model for a given
data set mapping such as:

� � �!� "#�$�#%&� "#�#�(')%&� "#�*�,+-� �!� "#�$�#".� � ��/0�21 1 1 �#34��561
(2)

The neural network weights are the states to be es-
timated and the network outputs are the measurements
from which the Kalman filter does the estimation:7%&� "#�*� 7+-� �!� "#�$� 7�6�8�

(3)

where
7�

is the estimated neuron synaptic weight vec-
tor and

�!� "#�
are the network inputs.

In the proposed solution [3], a linear perturbation is
done in an iteration 9 , changing the training into the fol-
lowing estimation problem::���;��� 9 ��� :�

(4)
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where 9 � � ��/0�21 1 1 �H�
,

:�
is the apriori estimate of

�
coming from the previous iteration, starting with

:��� � �*�

:�
,

:%&� "$� 9 �I� 7+-� �!� "#�$� :�E� 9 �#� . Here
7+�D8� �!� "#�$� :�E� 9 �#� is the

matrix of partial derivatives with respect to
�

; JLK< � 9 �NM
1 is a parameter to be adjusted in order to guaran-

tee the hypothesis of linear perturbation,
:�

is the apriori
error distribution, and

FG� "#�
are the Gaussian random vari-

ables, the error in the network output approximation.

3. Validation

3.1 Mean Square Error (MSE)

The square error O is the answer that comes from an
input vector

�
presented to the network, producing an

output signal
%

. Based on this error, the learning per-
formance index is obtained using the MSE criteria:

OQP(RTS � �U V�WXY)Z � O � [��]\^1
(6)

This is the most commonly used technique to validate the
neural network results. However the MSE value by itself
is not sufficient to represent the visual quality of an im-
age, i.e. the MSE is not always capable of determining
the necessary precision to validate the neural network an-
swers [12]. Therefore, to complete the neural network an-
swers validation, a new technique is applied in addition to
the estimated images visualization. This new technique is
explained next.

3.2 Gradient Pattern Analysis and Amplitude
Asymmetric Fragmentation Operator

The Gradient Pattern Analysis (GPA) was developed
in order to characterize complex regimes in the spa-
tiotemporal domain [13],[7],[14]. It was first applied to
the identification of weak turbulence patterns in the so-
lar coronal plasma [15]. Nowadays this technique is be-
ing applied not only to the characterization of non linear
phenomena observed in the spatiotemporal domain (in-
termittence, spatiotemporal chaos) but also to the char-
acterization of complex structures (convex asymmetry,
labyrinth and non-homogeneous roughness) in a strictly
spatial domain, such as the study of porosity in semicon-
ductors [16],[17]. This technique involves the application
of two computational operators which act over the gradi-
ent field of a given matrix. One of these operators is the
AAF which computes the broken symmetry in the gradi-
ent field of a matrix. This operator working over the spa-
tiotemporal domain is efficient to detect small non-linear
fluctuations which are not visualized with accuracy dur-
ing the spatiotemporal patterns evolution. In this work the
AAF operator was used to test, for the first time, the neu-
ral network estimation performance working in the spatio
temporal domain.

The AAF operator is capable of locally quantifying
the symmetry breaking in the image field gradient. It
turns a matrix _ into a triangulation field with ` points
and

�
lines, where the ` points correspond to the asym-

metric vector numbers of the matrix gradient field and the
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�
lines correspond to the number of triangulation lines be-

tween the � points. The measure of the asymmetric frag-
mentation degree is given by the value ������� �
	 ����
�� .
This parameter shows high sensitivity for characteriza-
tion of small alterations in a matrix gradient field, reflect-
ing the possible symmetry breaking that can occur in the
spatiotemporal domain [7].

4. Pattern set and training methodology

The patterns used in this work are a set of soft X-ray
solar corona images obtained from the YOHKOH satel-
lite (http://www.solar.isas.ac.jp). An image series with
a little pattern alteration was used. These images ob-
served in 04/21/92 from 11h00 � to 13h41 � UT, are avail-
able in the ASCII format, as 128 � 128 lattice (16384 pix-
els). The image series has a different temporal resolution,
since the images are not taken at regular time intervals.
Therefore it was necessary to interpolate the images in
order to make the intervals equal, for making the training
and test set. A linear interpolation with a time interval of
3 minutes between the images was used.

Two kinds of approaches were used for training. In
the first one, due of computer memory limitation, the im-
ages were resized into 64 � 64 pixels. The training data
set is formed by 5 neural network patterns, each one made
up of a pair of input and output images, where the output
image of the first pattern is the input of the second one,
and so on until the last pattern. Each pixel of the input
pattern is seen as a node, completing 4096 input nodes
mapped to 4096 output nodes.

The second approach is constructed in the spatial do-
main. Starting from the first pixel of the images, given
a temporal series to be analysed, one defines as a neural
network input pattern the pixels in the same spatial posi-
tion in the image of the temporal series, and the output is
the pixel of the last image in the sequence. Once the im-
ages are 128 � 128 pixels in a series of five images, 16384
neural network patterns are formed with four inputs and
one output each one. Figure 1 shows this kind of archi-
tecture.

5. Results

5.1 First approach

The learning algorithm with better training perfor-
mance to this approach was Backpropagation with mo-
mentum. The best training, with an architecture 64-15-
64 nodes in each layer, took about 15000 epochs in 25
hours approximately. The ANN parameters were: learn-
ing rate 0.09, the momentum constant 0.5, the thresh-
old 10 ��� and the activation functions sigmoid and the
identity were used on the hidden and the output layer
respectively. The values of MSE were 9.75 ��������� and
1.2 ��������� (training and test respectively). The values of
��� were 1.9813 to the real and 1.9799 to the estimated
image. Figure 2 shows the temporal sequence images
(64 � 64 pixels) used as input-output pattern in all training

Figure 1: Example of an ANN architecture formed by the
second approach

during this approach. Figure 3 shows the image used for
the test, the image that the neural network should estimate
and the neural network answer. The simulations were
made in the microcomputer (architecture CISC compati-
ble with IBM-PC standard) Pentium III 1.1GHz and 512
Mb of RAM memory .The Levenberg-Marquardt and the
Kalman Filtering algorithms did not show a good perfor-
mance to this neural network architecture since they use
a lot of memory in the weight correction computation.

Figure 2: ANN training patterns used for training with
the first approach

5.2 Second Approach and Kalman Filtering Algo-
rithm

In the second approach the neural network architec-
ture was defined as 18 neurons in the hidden layer, 4

183



Figure 3: Training results with the first approach: im-
age used in the test (11:09h), image to be estimated
(11:12h) and estimated image with Backpropagation al-
gorithm (11:12h below)

nodes in the input layer, one node in the output layer
and 16384 patterns. The activation functions sigmoid and
the identity were used on the hidden and the output layer
respectively. The best training of the Kalman Filtering
algorithm with the architecture defined above was made
with a learning rate 0.1, noise value 0.1 and threshold
10 �

�
. The training took 20 epochs in 30 minutes approx-

imately, with the training MSE of 2.1 � 10 ��� and the test
MSE of 1.9 � 10

���
. The values of

���
are 1.99202 (for

the real image) and 1.99183 (for the estimated image).
Figure 4 shows the temporal sequence images (128 � 128
pixels) used as input-output patterns in the second ap-
proach training, and figure 5 shows the temporal series
patterns used for the test (13:27h to 13:36h), the image
that the neural network should estimate (13:39h) and the
neural network answer with second approach and Kalman
Filtering algorithm.

5.3 Second Approach and Levenberg-Marquardt
Algorithm

The architecture of the neural network and the activa-
tion functions for this training were the same as used in
the Kalman Filtering. The best training of the Levenberg-
Marquardt algorithm was made with learning rate 0.1 and
threshold 10 �

�
. The training took 15 epochs in 10 min-

utes approximately, with the training MSE of 1.89 � 10 ���

and the test MSE of 1.2 � 10 ��� . The values of
���

are
1.99202 (for the real image) and 1.99315 (for the esti-
mated image). Figure 3 shows the neural network an-
swer with second approach and Levenberg-Marquardt al-
gorithm.

5.4 Second Approach and Backpropagation Algo-
rithm

The neural network architecture and the activation
functions for this training were the same as used in both
the above cases. The best training of the Backpropagation

algorithm was made with learning rate 0.5, momentum
constant 0.9 and threshold 10 �

�
. The training took about

100 epochs in 10 minutes approximately, with the train-
ing MSE of 4.91 � 10 ��� and the test MSE of 4.00 � 10 ��� .
The values of

���
are 1.99202 (for the real image) and

1.99396 (for the estimated image). Figure 3 shows the
neural network answer with second approach and Back-
propagation algorithm.

Figure 4: Training patterns with the second approach

6. Concluding Remarks

We presented in this paper an evaluation in using mul-
tilayer perceptron neural network in a spatiotemporal pat-
terns estimation problem. To do this we considered the
use of the learning algorithm Kalman Filtering compar-
ing its results with Levenberg-Marquardt and Backprop-
agation with momentum. To validate the ANN perfor-
mance training, the Gradient Pattern Analysis technique
was used for the first time, proving to be a powerful tech-
nique for the performance characterization of algorithm
generators of spatiotemporal patterns.

With the first approach, throughout the training pe-
riod, it was noticed that although Kalman Filtering and
Levenberg-Marquardt training algorithms are robust they
turned out to be inefficient from the computational mem-
ory viewpoint. The Backpropagation with momentum
showed the best performance and provided a good an-
swer.

The computatitonal memory problem was solved us-
ing the second approach. The analysis of the second
approach results showed that the Kalman Filtering pre-
sented the best answer (MSE,

���
and image visualiza-

tion) and an efficacy to learn the patterns comparable to
those of the Levenberg-Marquardt and of the Backprop-
agation algorithms. However the Kalman Filtering still
must be optimized in its processing time to improve its
efficiency.

From the preliminary results one can conclude that
the artificial neural network methodology is promising
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Figure 5: Training with the second approach: ANN test
patterns (13:27h-13:36h); the image to be estimated for
the ANN (13:39h), the estimated images with Kalman
Filtering, Levenberg-Marquardt and Backpropagation al-
gorithms respectively

for the solar application. The three algorithms have
been shown to be effetive tools to train neural network
for short-term forecast (three minutes) for spatiotemporal
patterns produced by non-linear systems. However their
performance should be specifically evaluated for other
phenomenological forecast application.
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