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Abstract — The choice of a good fitness function still a key element ferghactitioners who use artificial intelligence to solve
the forecasting problem. The fitness functions proposeteriiterature have not been compared among them. Basedson thi
fact, we started a brief empirical comparison among thréferéit fitness functions in order to give some guidelinelsdlp the
fitness function choice. They were tested with a modified @erdgorithm for tuning the Artificial Neural Network striigre

and parameters. This experimental investigation with six linear time series, showed that adjust the fithess fumctzm be
lead to a significantly improved accuracy for one given penfance measure.

Keywords —Time Series Forecasting, Genetic Algorithms, Fitness fomgArtificial Neural Networks and Artificial Intelli-
gence.

1 Introduction

Some of the most promising approaches for forecasting aedoan Artificial Intelligence context. For instance, Adidil
Neural Networks (ANNs) have been successful applied fomihveinear modeling of time series [1]. However, for the time
series forecasting problem, ANNs use a set of adjustablnpeters including: network topology, number of processinis,
etc. In many instances determine the optimal or sub-optialales of these parameters is a difficult task. To set up afieh
parameters some hybrid intelligent techniques based oluttmeary Algorithms (EA) have been used [2-8]

In EA the process of biological evolution is mimicked and taural selection concept is applied to a pictorial popoihat
(each individual of the population is a feasible problenusoh). Based on a Fitness FunctidrF), the fittest individuals
are chosen to seed the next generation of population, exptiie population to the optimal solution. In this way, desgig the
evaluation function is crucial becausEs often are the only information about the problem in the athar [9],usable knowledge
about the problem domain should be used [9].

Taking a brief look into the previous studies is easy to seehiiterogeneity ofFs for the same problem and goal (better
accuracy by decreasing the error measures). Most of thediestuse the conventiorfaF with Mean Squared Error (MSE) [10],
but also can be found with Root Mean Square Error(RMSE) [HaWAbsolute Percentage Error(MAPE) [11], Normalized Root
Mean Square Error (NRMSE) [3] (which in this particular céseescribed by the authors as “the obvious choice”), Averag
Relative Variance (ARV) [8] also called Normalized Mean SapiError(NMSE) and complexes functions mixing some ofgéhes
errors [6].

It seems that the choice of a good or “obviol&* still an open question for the practitioners who use EA twedhe
forecasting problem. The purpose of this work is to intragland provide some guidelines ab&&tand Hybrid Methods for the
time series forecasting. Comparing empirically the comijadopted (and introducing a new one, EquatiorBb$ and using a
modified Genetic Algorithm (GA) [4, 5] we begin to indicatense important aspects (effectiveness and efficiency) suakad
local minimal, overall predictions and best accuracy.

Section 2 has a brief explanation about the Time Series Bstiag Problem and Artificial Neural Networks. Section 3yide
the main steps of the modified GA. Section 4 gives a descnigtictatistical error measures and the tegted Sections 5 and 6
show the experimental results and conclusions respegtivel

2 Time Series Problem and ANN

In the branch of statistics, signal processing, or manyrahely fields, a time series is a set of data poffitsmeasured
generally at successive times, spaced at (often unifom® tntervals defined by,

St:{StERlﬁ:LQ,S...N}, (1)

wheret is the temporal index and¥ is the number of observations.
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The objective of the time series forecasting techniques isléntify patterns presents the data and to build a model abl
to identify the next time patterns. Often a non-trivial plevh, considering that some time series can have many types of
components, such as trends, seasonality, impulses, stepg] exchange and other non-linearities.

The ANNs have powerful pattern classification and pattecogaition capabilities. For this reason one major appbcat
area is forecasting. They provide an attractive altereatwl for both forecasting researchers and practitiorigrs [

As proven by the Cybenko theorem [12], a MultiLayer PercaptMLP) ANN with at least one hidden layer is capable
of approximating any continuous function. The purpose & #ork is predict continuous functions, then MLP networkighw
one hidden layer and architectuie/- K were used. Thé denotes the number of time lags (processing units in inyetrja./
denotes the number of processing units in hidden layer wgtihaidal activation functiongig) [13] and K denotes the number
of processing units in output layer.

The output of ANN is given by,

J I
y(t) =Y  W;iSig {Z(Wijzi(t) - b;)] — Sig(b3), (2)
j=1 i=1
whereZ;(t) (i = 1,2,...,I) are the ANN input values. Since the prediction horizon ie step ahead, only one output unit is
necessaryi = 1).

The other parameters of Equation 2 are:

e W;;, weights of connections of the input layer to the hiddeniaye
e W;, weights of connections of the hidden layer to the outpuiay

e b}, bias of the hidden unit;
e b7, bias of the output unit,

and all these parameters are real values.
3 The Modified GA and FF

Improving the ANN prediction performance can be achievedugh the correct adjustment of its parameters. In othed han
the ANNs parameters are problem dependent and the procedad@ist them demand a search into a very wide space.

Genetic Algorithms (GA) [14] are a well-known technique akdted random search widely applied in complex optimarati
problems. They are particularly attractive to use in sibrs where the number of parameters is very large and aacallyti
solutions are very difficult, or impossible, to obtain. Thedified GA used in these experiments was originally propdseid]
where new genetic operations were introduced to improygeittormance [5].

In GAs the population is composed by set of trial solutionghef problem. Each solution (individual) is coded by an
appropriate data structure (often a parameter vectonrezféo as chromosome and evaluated IfFa

Let X be a chromosome defined by,

X = (x1,22,...,Tm) 3)

wherez; is a parameter of solution, with= 1,2, ..., m, andm is the maximum number of parameters. Equation 3 represents
the chromosome used to describe a three-layer ANN parasneteted a§iv;;, Wiy, bjl-, b?] (Section 2).

In general, a problem solver is a step-by-step strategyetihod, intended for problem solving. Direct and indirectimoels
are commonly distinguished. A direct method is deductiee,it starts directly from the input data and works its wayaads the
true solution through mathematical-analytical steps. el@v, when a problem is “ill-behaved” (which might be theecaden
it is nonlinear or discontinuous) such that direct appresdre not feasible, one will need to resort to indirect maghbndirect
methods are iterative procedures that make a sequenceprfsegly improving guesses at the true solution in the prolsieace
by guided trial and error. This can only be accomplished by @faan optimality criterion or evaluation criterion.

We first assume a non-negative-real valued sddfay (s) overall solutionss € S, which is a ground seb = ¢4, ...,¢,, a
set of feasible solutions C 2¥ andf : 2¥ — R’.. The ground sef, theFF f, and the constraints defining the set of feasible
solutions (also called the search spaSejre defined and specific for each problem. We seek an optirhail@os* € S such
that f(s*) < f(s),Vs € S.

The chain of guesses made at the true solution during ogtioizmay be construed as a search trajectory - the pathsthat i
traversed through the search space (diffeFdhimeans different path). Basically, tiké, assigns a fitness value to each point
in the parameter space [15], where this value can be seen aasure of how good a solution, represented by that point in
the landscape, is to given problem [16]. Accordingly, thenbination of the search space and Bferesults in an observation
landscape. Assuming the goal is to maximize fitness, we cagime the globally best solutions (the global optima, oolxlls”)
as “peaks” in the search space. Optimization thus comes dowiil-climbing on the observation landscape, with theeiit
of finding the highest peak. All optima that are not a globalrapm are called sub-optima or local optima, and the candida
solution that corresponds with a local optimum is calledaalsolution [17], available and usable knowledge abouptioblem
domain should be used [9]. Therefore, the correct choickefF is crucial for a good solution of the problem.
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In doing so the trial§Fsare:

fid) = m, 4)
1

PO =T raET ©

o) =+ ©)

where the error measures are describe in Section 4.

The GA stopping criterion are: training progress (the GApstavhen occurs a defined number of generations without a
perceptual increase the average of the population qualitg)maximum number of the GA generations; and, loss gdoarét
decline of mean quality of the population about the valmlaget). The main steps necessary for implementing the radd&A
are in Algorithm below, Figure 1.

Figura 1: Procedure of the Modified GA

begin
T —0; /] 7: Nunber of iteration;
initialize Pop(7); // Pop(r):popul ation for iteration r;
evaluatef (Pop(7)); // f(Pop(r)): fitness function;
while not termination conditiomio

T—=T4+1;;

Select two parentp; andpz from Pop(7) ;

Performcrossovemperation ;

Performmutationoperation ;

/1 Reproduce a new Popul ation;

The chromosome generated by the crossover and mutatioatmpewith the largest fitness value replaces the chromosuthehe smallest fitness value in the

Pop(r — 1);

evaluatef (Pop(7));;
end

end

More information about this modified GA and its implemergatfor the time series forecasting problem with the ANNs of
MultiLayer Perceptron (MLP) types and its used parameterpeovided in [4, 5, 10].

4 Performance Evaluation

In evaluation of forecasting accuracy, including foreregttompetitions, researchers have paid attention to tleetsmn
of time series and to the appropriateness of forecast-aereasures [18]. The use of only one error for evaluate the mode
performance does not shows the performance of the prediictia clear way [19]. None of the error measures is the best on
all criteria (as cost, reliability, sensitivity to small@hges, protection against outliers, relationship to d@tisaking, etc) [20].
Therefore, which is the best error measure to charactegaea problem? The selection of an error measure is depéngen
the situation. For example, the turning point is the mostdrtgmt one when the prediction is used for judging the ecacam
time series to sell or buy. In all mentioned works (Sectioarid in this paper, the main goal is best accuracy of the modeirt
the error used in thEF.

In this way, four well-known error measures are consideseadriobust evaluation of the prediction performance.

MSE (Mean Squared Error)

1 N
MSE = — > (1 -0, (7)

j=1
THEIL(U of Theil Statistics)

(8)
ARV (Average Relative Variance)

I 9
S ¥ (0, -T)2 ©

whereT is the value to be predicted (targef) js the model output (prediction) is the amount of the target points afids the
average of time series. In an ideal model all the performamezsures will tend to zero.

As the objective of this work is to give an overall idea of #ies performance and accuracy, we will assume for benchmark
only the MSE which is the most popular measure used for pidace prediction. Much has been written about the choice of
forecast-error statistics. A good overview is provided igeaies of articles and commentaries in the Internationain® of
Forecasting [18-20].
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4.1 Series Used

Conclusions about the accuracy of various forecasting ousthypically require comparisons across some time se2i@s [
Six complex time series were usedFiss benchmark: an artificial, Henon Map [21, 22]; two natural pdvena, Sunspot and
Star Series (data frofttp://robjhyndman.com/TSD);/three financial, Standard & Poor 500 (S&P500) Stock IndRetrobras
Stock Values and Dow Jones Industrial Average Index (data bttp://finance.yahoo.com

The Henon series (HENON) is a relevant artificial time sedies to its complex nature and chaotic dynamics. The series
constitute a database of 1000 points and is given by

Xt =1- (I(Xt72 — T’t,Q)Q + b(Xt74 — Ti_gq + T’t) (10)

wherea = 1.4, b = 0.3 andr; = 0 (generated without the inclusion of any noise) [22].

The sunspot (SUNSPOT) series used consisted of the totabhrmreasures of the sun spots from the years 1700 to 1988,
generating a database of 289 examples. Solar activityfisulifto predict using standard models due to high frequencyent,
noise contamination, high dispersion level, etc [8].

The Star series (STAR) corresponds to a magnitude of anaisajj shine star, observed daily in the same place and hour,
constituting a database of 600 points.

The S&P500 Stock Index is a pondered index of market valutreeahost negotiated actions in the New York Stock Exchange
(NYSE), American Stock Exchange (AMEX) and Nasdaq Natiddalket System. The S&P500 series corresponds to the
monthly records from January 1970 to August 2003, consiijua database of 369 points. To reduce exponential trend the
natural logarithm was applied to the original values of t@ses.

The Petrobras Stock Values series (PETRO) corresponds tiaily records of Brazilian Petroleum Company from January
1st 1995 to July 3rd 2003, constituting a database of 2,060%0

The Dow Jones Industrial Average Index (DJIA) series cuesls to daily observations from January 1st 1998 to August
26th 2003, constituting a database of 1,420 points.

All series investigated were normalized to lie within thieiwval [0;1] and divided in three sets: training set (50%haf tata),
validation set (25% of the data) and test set (last 25% of)d&iar the purposes of this paper which the focus isRRs, the
window lag for the time series representation and the Jrlaige used were previously studied by Ferreira [10, 23}Kl-ds
described on Section 2).

The GA (described in the Section 3) parameters used in thik were based on previous research in literature [4,5]. A
sample is started with a population composed by 20 indivgundialized randomly and stops when any of the stoppiritgdon
are reached. The GA stopping criterion were: 5000 generatid00 continuous generation without increasing of 1% team
quality of population; and decreasing of 10% toward the Baiste of population average quality (about the validatieth already
achieved. The Best Individual (or just BI for brevity) of thepulation according to the best value (of test set) of thdistFFs
was chosen to represent the model created by the sampleaétotime series with a specifid=, thirty samples were repeated.
Then each MSE value of the Bls were used to represent thédisbtmn of probability and to construct the Boxplot. Boxesend
from the 25th to 75th percentiles, with the line indicatihg imedian. Whiskers represent the most extreme data withif
times the interquartile range (i.e. the box height); valmgtside this range are plotted as dots (outliers)

5 Experimental Results

Figure 2 shows the MSE results of the DJIA, PETRO and S&P5f8sd~or the boxplot the considerations are:
1. If the confidence intervals do not overlap. The altermatwth higher sample mean is significantly worse.

2. If the confidence intervals overlap considerably such the mean of one falls in the interval for the other. The two
alternatives are equal with the desired confidence.

3. If the confidence intervals overlap slightly such thatttieemean of either is outside the confidence interval for thero
In this case, no visual conclusion can be drawn. It is necgs$salo another test. Another way is looking the notches. If
the notches of two plots do not overlap this is strong eviddhat the two medians differ.

In this way, all the alternatives can be considered equals #vf;, visually, seems sightly better thgn and f5 in the DJIA
case. Howeverf, has less dispersion (for the forecasting problem more digpeis considered good if is skewed to zero) than
the otherd=Fs emerging as a good option Bf to be use in this time series, even with its two outliers wrdake of them lies
within the confidence interval of thg and fs.

The main point of the Figure 2 is the fact that the use of theremeasure inside dfF does not guarantee the best results of
that error,. e., just put the MSE inside thEF will not give the best MSE results at the end. This fact is leagapg again with
PETRO series. Despite the notch of the three boxplots arestlat the same region, the dispersion and confidence itg@fa
f2 and f3 are not just smaller, but also closer to the zero which irtdchetter predictions. The same behavior can be found at
S&P500 series but this time just subtly.

For Figure 3 the boxplot ofs is not showed because its values were too high in comparigbrtlve otherd~Fs and add its
boxplot turns the comparison betwefrand f, confused. The results of STAR series has similar charatiesithan the previous
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Figura 2: Boxplot of the MSE results for the DJIA, PETRO andPS80 series using;, f» and fs as fitness functions.

series. However the interesting point now is not only the legiability usingfs> but also the number of results considered bad
outliers (bad because they lies outside the upper confidegen which for the forecasting problem is considered areadIt)
at the f; boxplot.
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Figura 3: Boxplot of the MSE results for the STAR, HENON and\&POT series using; and f- as fithess functions.

The boxplot related to HENON series show to us in a more clegrttve report made before about the error measure inside
theFFs. Despite the fact that agajfy has less dispersion related to the top (bad dispersiort) fonttions have outliers. Those
outliers represent the best results of all the samples. dasy to see thaf, using THEIL error as objective achieved the best
MSE result thanf; which uses MSE error as objective. As commented at Sectiead)FF one possible explanation about
what is really happening is relate to the ability of #flé get stuck or not at the local optimum. Another one is the coottd
trajectory through the search spatee,, it is possible that the path used Iy has less chances to get stuck at local optimum
than the path used bf. The path and local optimum can be sometimes highly depemdéme used time series. For example,
with SUNSPOT serieg; has better dispersion (tends to the bottom) tfiaand this is the only case when it is happening.

Talking aboutfs it seems that its ability to get stuck inside a local optimumngath) has more sensitivity to the time series
used than the otheFs. The series showed in Figure 2 are financial which have éiffecharacteristics than the series showed
in Figure 3. Those characteristics have more impact irf§hresults than the otheF&=s and they are statistically relevant.

A important question can be asked about the convergencengitie three functions, which is the best in therms of conver-
gence? How many iterations are necessary to reach the stpppierion of the algorithm? Note that the same conditiares
applied to all theé=Fs. Figure 4 shows the boxplot of last good generation rechide., the generation number which has the
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last improvement in therms & average (related to each sample). Now it is clear fhaan’t be beat. Its convergence is faster
than the otherfFs. Sometimes, uses the double of the iterations.

However a trick observation can be made. According to the ®BAEng criterion the maximum is 5000 generations. If the
last generation recorded was 3501 for example, the algonrithl stop before the stopping criterion of 1500 generagiaithout
improvement. Because this case occurs very often a quesdivarise: Wag’ really able to reach the optimum or if we will
relax the stopping criterion of maximum iterations thisdtion will be able to achieve better results? This definigpuld be
considered in future works.
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Figura 4: Boxplot of the amount of iterations MSE results e STAR, HENON and SUNSPOT series usifigand f, as
fitness functions.

In order to illustrate how can be the forecasting with difer-Fs we used the Bl according with the highest value of its
characteristid-Fs. The figures 7, 5 and 6 show the forecasting of the S&P500sse@iarly f; and f» have better prediction
thanfs. Looking carefully the prediction, mainly between the rawd 60 and 100 (Figures 5 and 6), an adequate choice to reach
precise predictive model i .

6 Conclusions

This paper has presented a study-6& for time series forecasting using a GA to train a populatibklbP networks.

The experimental results using three different metricsEMEHEIL and ARV) showed that changes of the fitness parameter
for a same method can boost the performance of time serid&pom. It can be conclude that it is possible to adjust dhly
FF (and must be careful selected), based on the error measueaach better predictions results. The experiments shatitle
use of THEIL error in thé=F should be consider in future works of time series forecgdine its accuracy.

)
100

Figura 5: Results of Bl with highe&F accordingf; for the S&P500 series - Axis:Y - Normalized Index, X - MontliRgcords
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100

Figura 6: Results of Bl with highe&F accordingf- for the S&P500 series - Axis:Y - Normalized Index, X - Montligcords

)
100

Figura 7: Results of Bl with highe&F accordingfs for the S&P500 series - Axis:Y - Normalized Index, X - MontliRgcords

The experiments show that using determined error measthe BF will not guarantee the best results of this error measure.
In fact the obtained results suggest that statistical emaasures iRF have a non-linear interrelationship and as expected the
choice ofFF is not a trivial decision.

Again is important to remember that each forecasting aldapends of the goals. The results presented here give digaide
to a desirable choice &fF for a determined purpose. This purpose could be for examphéig point, measure trending, overall
performance, best accuracy, fastest convergence etcislattidy the goal is to minimize the error measures valuegiregl.
The uses off; is recommended for a rapid convergence with a good overdbbprance. Thef; function has a lot of variability
related to the time series, so maybe is not a good option. Wieefinal goal is not the sub-optimal adjustment, but therogti
adjustment (better accuracy), therefore the more ap@tgif is f». Despite the fact that the median are considered statlgtica
equals the dispersions are less and closest to zero wheracedwith f;. In other handf, is the worse function in therms of
convergence.

In this work was used three previously studied time serieswéVer, a further study is being conducted to determine the
possible limitations of the error measures &ifd utilized when dealing with other types of components alsmtbin real world
time series, such as trends, seasonality, impulses, sl exchange and other non-linearities.

Meanwhile, another study is being conducted with othersib\dystem which uses Evolutionary Algorithms and the pneli
nary results shows th&f choice have more dependency for the problem (in this pdaticase, the time series) than the applied
method in quantitative sense, but in qualitative sense émeigl aspects are very similar as found here. To aboard times
series features, a new approach of Artificial Intelligerscmidevelopment, to create an evolutionkfy (co-evolution process),
where error measures could be dynamically combined in time 5&.

Future works will consider: other error measures [20]; otlypes of time series analysis [18]; the use of MLPs modified
convectional training algorithms [13]; combinations wather Evolutionary Strategies, Genetic Programming [9] Bybrid
methods (as PSO [6]); and extend this approach with othefslgms which uses evolutionary computing as fingerprint and
image recognition.
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