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Abstract — This article reports the acquired experience oftliing a new module for ‘KnowTouch’, an IntelligeBraille
display product that involves hardware and softwareaiding the blind. This new module recognizeme characteristics of
the user and adapts the device accordingly. Herdesgeribe in detail the main function of this newdule: the next page
function. In short, this functionality works as amto-scroll that perceives the average time spgtitduser on each page. Just
after a minutes use, the module is able to infertitne necessary for the user to read the next aageautomatically scroll it
for him/her.
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1 Introduction

According to World Health Organization (WHO), thene over 160 million visually impaired people arduhe world, where
45 million of these are completely blind [1]. In&il alone the number of visually impaired is ardur®.5 million, of which

more than 3 million have severe visual impairméit Because of their disabilities, many of thesespes have limited their
basic rights as citizens. For example, educatidraimmpered by the difficulty of providing them witlil access to all written
material available. This problem is further accated in the panorama of the digital age, becauseiaptechniques are
required and trained professionals to promote pgareducation, which not all disabled people haeess.

The impact of the above factual observations irsgeahe difficulty of integration of visually impad people in
good placement in the labor market. Marginalizateamd social exclusion are not infrequent outcomecofding to
VANDERHEIDEN [2], 30% of the disabled who are ecanically active are unemployed. This, in spite odithdesires for
inclusion in the labor market.

The purpose of this work is to build an intelliggmbtotype - composed of hardware and softwarealltiw easier
reading of digital text for visually impaired peeplin short, the software captures the contents difjital textual document
and converts its digit characters into Braille.ekfthis conversion, the information is sent to laedware of the system that
reproduces them into an intelligent interface #mtite Braille signs. Hence, making it possible diagital texts to be read by
the blind; and now with the simple but useful astoell function.

2 Background

This session brings together the key concepts sapet understand the proposed work. To this gredtext presents the
current Braille system, discusses conceptual issti#siman-Machine Interface as well as related work

2.1 Braille

The Braille system is a method that is widely ubsgdblind people to read and write, and was the filigital form of
writing[3].Figure 1 shows an illustration of a pess of reading using Braille.The Braille system wagnted in France by a
young blind man named Louis Braille, recognizing tyear 1825 as the landmark of this important aglment for the
education of visually handicapped and their intégnainto society [4]. Through this system, theualy impaired have the
resources to form concepts about spelling and geablayouts like sentences, paragraphs, punctuagi.
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Figure 1 —lllustration of a process of reading using Brai[extracted from Public Domain]
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Figure 2 — Braille character generated by the combinationadfits 1, 4 and 5 - which represents the letter "D".

2.2 HCI

The Human-Machine Interface (HMI), or Human-Computaerface / Interaction (HCI) is a multidiscipéiry area that
involves studies in computer science, human factorguistics, psychology, among others. HCI aimsuhderstand how the
interaction between man and machine happens anduoad it possible to improve it. There are seveisdr groups around
the world pursuing the HCI goals with new trendastantly emerging [10]. HMI can be used, for exampb help patients
suffering for various degrees of visual impairments

Importantly, there is a distinction between intéi@t and interface. The interaction includes selvaspects in which
the user will need to interact to perform its taskjuded in this context is, for example, the latyof the office, the practice of
labor and the environment [11]. While the interfaseconcerned with systems in which the user walVédn direct contact
through the physical, perceptual and cognitive [T2jfs paper deals with better interfacing for aging more interaction.

An HMI device should provide resources to (i) entrgllowing the user to manipulate the system andgtput -
allowing the system to indicate the appropriatgpoese to user actions. Among the main featuresndfilll device are:
Usability, Accessibility and Ergonomics [13].

Accessibility - with regard to the disabled - hagseived much attention from scholars of HCI. Acdagdto the
GNOME Accessibility Project providing accessibilitpgeans removing barriers that prevent people wisatilities from
participating in substantial life activities, indimg the use of services, products, and informgtidi). There are several types
of HCls [15], differing from each other accordirgthe contact form, system or environment in whidk used, but the most
important parameter is the user. Although Ergonsmias sought as well this paper deals primarily witcessibility (the
Know-touch device) and Usability (its new auto-dichanction)

2.3 Previous attempts to easy e-reading for blind p  eople

Assistive technology or adaptive technology (AT)ais umbrella term that includes assistive, adaptwrel rehabilitative
devices for people with disabilities. AT includeoducts, resources and services to facilitate tiveldpment of activities of
daily living for disabled people, aiming their antony, independence, quality of life and inclusidi6]] Examples of
resources for TAs are wheelchairs, canes, orthatidsprosthetics, magnifying glasses and hearifgy ai

In the context of the HMI has a diversity of dewdhat can be used by the visually impaired, suclprinters
(embossers) lines Braille readers [17][18][19] andeen magnifiers [20][21]. The Know-touch device é&s new auto-scroll
function are certainly reinforcement for the ATeal.
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3 Knowtouch - An Overview

The KnowTouch (KT)[22]is, in a simple definition,raader e-book that “reads”for the blind files ret"kt" format. It is
characterized by integration of hardware and so#wa comprise a solution that provides readingessado for the visually
impaired in a dynamic, practical and accessiblemaan

The format "KT" is the text encoding format for Bl characters. It enables a greater autonomyhefproposed
prototype, this because the file "kt" is storededily on the device without the need to be conmkitighe internet or even to a
computer containing the software translator. Thahe translation is performed entirely on the deviself - which increases
considerably the use of its processing resourcegrans its users with great mobility.

The developed software is capable of convertingkadocument format for digital Braille Braziliah.translates the
text into a format that includes the physical devithe "kt". The translation system, although tiépat format in standard
Braille Brazilian, is able to translate digital texegardless of user language. Texts in Engliséndh or Spanish can be
translated by our software, for example. The ti@oslsoftware, developed in this piece of work iempénts the translation of
digital texts for Braille grade-1 [23]and grade-24]. In our literature review we could not find ethsoftware capable of
translating documents for these two types of Bradlimultaneously. The mentioned conversion accegsollowing file
extensions .TXT, .HTM e .HTML. All KnowTouch navitian can be done through the keyboard, following ffuidance
sound recorded on a menu (auto-scroll reduces éx¢-page button hit). Figure 3 shows the GUI Sofevaranslator
KnowTouch.

The separation between the physical device andraimslator software allows "kt" files to be distrtbd directly to
end users, libraries, etc., so that the disabled can have access to the titles without havingpeders and license for the
translator software.

The KnowTouch still presents an unique learningesysthat can help the visually impaired who doespossess the
knowledge of reading Braille. Through interactioithathe user, making use of audio features andl¢astimulation KT can
become also an excellent resource for learnindIBrai

KnowTouch %

e
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Figure 3 — GUI Software Translator KnowToudExtracted from BRAGA[22]]

The device KnowTouch is formed by a group of catimnged in a matrix (2 rows, 16 columns).Eachrepkesents a
Braille cell and consists of an array of pins (3vsp 2 columns).The KT has a flat surface in theeabs of data
communication and "printing" the selected text iailke, according to information received. It castsiof a panel with holes
filled with mobile pins. These mobile pins are poag by solenoid coils that electromagnetically mtwe pins of the panel
up through a set of hole forming standard Braille.

All data sent by the software are received by erociontroller embedded in the device that encodedhie firing
pin.This encoding is sent to a power circuit comsipig a current source that drives the pin elevadiygiem to force the pin to
stay above the flat surface of KnowTouch in ordeform the words Braille. Figure 4 (a) shows thenofacturing process of
a Braille cell and (b) Schematic drawing of the KiA@uch’s Braille cell.The prototype of KnowTouchnche seen in Figure
5.
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Figure 2 - (a) Overview of the manufacturing process of a Brai#id.
(b) Schematidrawing of the KnowTouch’s Braille c. [Extracted frorBRAGA[22]]

Figure 5— KnowTouch”sprototype mounted on a printed circuit bc. [Extracted fron BRAGA[22]].

4 Adaptive next button control for Knowtouch

To turn the using experience of tiaowTouch more enjoyable, a new System Customizatlodule is under developmel
The idea behind this module is to provide the @seanore pleasant read experienceThe first change implemented is 1
creation of an "Adaptative Nefunction' (auto-scroll function), this isa function that allows the system to kn
characteristics and preferences of its user artti, this knowlede it can adapt itself to thgace of each one readings.

In short, the functionality proposed here worksaasauto scroll that, oncswitched o by the reader, perceives the
average time spent by the user on each pagejust after a few minutes, is able to éeith a reasonable precision) the til
when the user finishes reading each page. Thisdmgpgue to the inclusion of a cybernetic into the system, where the
feedback signal is obtained from the use of thécgevhe time to read each text displa: Without the need to insert explic
data, the usability becomes more intuitive and sujye.
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In its first versionof the KnowTouch devic, the changing of the displayed text vuser requested by pressing the
next button keywith the inclusion of this rw feature this action will no longer becessiy. Because just after the first few
minutes ofuse, the system realizes the average time spetingeaach text displayed on the device and beginmdve the
pages automatically.

The operation of the new fationality is described by the state diagram illatgd inFigure 6.As can be noted, the
state ‘Reading’ only changéecause (three situations: (1) reading time is reachedth{@)user presses the Next Button or
the user presses the Previous Buttdhe first situatio (new) will trigger the change of the displayed text. Thituation
illustrates the full functioning of the device, whdt males the transition from texutomatically without any input from tt
user.

The other two situations, whe the Next Button or the Previous Button can be medsefore the passage of til
come to an end, will trigger the immediate chanfythe text (whose way will obviously depend on Key pressed) and al:
return to the system a feedback signal contaithe correction necessary to correct the readingd

It is noticeable that the correction signals aftedént for each type of feedback. This has beepgsely designed t
model the behavior of learning curves accordintheoneeds of each situati It is better that the system misses stipulatit
time slightly larger than the real, thus making tserinitially need to press the "nextSo when tightening next consecut
times the reading time decreases softly, but whan press previous t system considerably increases the reading tin
reduce the risk of having this butttmbe pressed again.
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Figure 6 — Adaptative Next-FunctioBtate cha, where:At is the reading tim#y is the last reading time registra; n is the
number of times that the Next Button was pre andV is the variancef the registrated tim.

)

5 Experiments and Results

Table 1presents a comparison between the use of KnowTbefore and after inclusion of ttNext Button Adaptive Control
using three texts of different sizel)Q, 1.000 and 10.000 Braille characters).

Table 1— Comparison between tiTraditional and Adaptive mode ofading otthe KnowTouch.

Size of texts (hnumber of Number of times a button was Number of times a button was presse
Braille characters) pressecusing a Traditional Mode using a Adaptative Mode
100 4 4
1.000 32 6
10.000 313 91

The column "Number of times the button was pressiag the Traditional Mode" in Table 1 represehesuse of th
traditional way of reading the Braille reade.e. manual advece of pages) and presetthe amount of ‘Nexts' needed to
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complete reading , i.e. the minimum amount of tirkes"Next" button must be pressed so that theeetaixt is presented to
the Braille reader. This value is obtained by dividthe number of Braille characters in the texttiy maximum amount of
Braille characters that can be displayed on thécd&svphysical KnowTouch (ie 32 Braille charactersanged in two rows
with 16 characters each).

The column "Number of times the button was presssidg the Adaptive Mode" in Table 1 shows the numife
times a button (Next or Previous) needed to bespreto complete reading of the text using the etton Adaptive Control.
It is possible realize a considerable reductiothexamount of times that a button must be pressditating an adaptation to
the user profile based on your time of device U$8s reduction also brings an improvement to thabilgy of the device, it
represents less wear on the user reading longe: tex

6 Conclusions

6.1 Results overview

The autonomy provided by the Braille translatioftware, the simplicity and ease of obtaining conmgras, the technologies
used in the manufacture of mobile device and thaptative Next-Function make KnowTouch a tool tpmurt the visually
impaired is deemed to be highly relevant.

6.2 Discussion

A pitfall of this work was the time imposed impdslity to perform thorough usability tests with thisually impaired, mainly
because the prototype has not yet reached suffitéeel of human usability. Further work is neededmake it more
anatomical and easier to handle. There may be ay deladjust the reading of Braille charactershia tdeveloped device,
because the sensitivity of touch in a sheet of exsba paper is different from the pins that areethia the KT, however quite
possible transposition in implementations of prgpetalpha.

The experimental nature of the project, with no ptate mastery of the technologies employed in tiheefevation
system were technical difficulties imposed in aidditto not appropriate tools for testing preventedo reach a final product
so far.

6.3 Future work
At the point we can foreseen some improvements.

6.3.1 Test other Intelligent Computing techniques

Other types of Intelligent Computing techniquesiddoe tested with the intention of making the Knau€h device even
more adaptable.

In Braille learning module, for example, could use techniques of Knowledge-Based Systems [26] /and
Intelligent Tutoring Systems [27]to improve leamifor visually impaired.
6.3.2 Test other driving mechanisms

Other types of drives, pins Braille, could be depeld in order to be able to facilitate the readifighe characters by the
visually impaired as well as reduce the size ofd&eice and consequently improve their portability.

Other possibilities of high relief could be useat, €&xample, the use of piezoelectric deformati@8j pr the use of
Electroactive Polymers [29].
6.3.3 Other testing

Conduct usability testing of the interface devetbpeith professionals working in the education ol and massively
validation with the visually impaired.
6.3.4 Implementation of the final product
Finally, it is suggested to build an experimentaitptype resulting in actual product development.

The construction of a physical device with the aggion of the concepts of Universal Design [30]ulebincrease
product acceptance by the visually impaired.

7 References



10th Brazilian Congress on Computational Intellige(@BIC'2011), November 8 to 11, 2011, Fortaleza, C&8aeail
© Brazilian Society on Computational Intelligen&B(C)

[1] ORGANIZATION, World Health. Magnitude and causes of visual impairment. Available at:
<http://www.who.int/mediacentre/factsheets/fs282/efxccessed: May 17, 2011.

[2] VANDERHEIDEN, G. C.Thirty-Something Million: Should They be Exception®? Human Factors. Santa Monica :
Human Factors and Ergonomics Society, 1990, Val383-396.

[3] DANIELS, Peter. 1996Analog and Digital Writing, in The World's Writing Systems, p 886.

[4] LEMOS, E. R, et alLouis Braille Sua Vida e Seu Sistem&? edigdo, revisada e ampliada, Sdo Paulo : Féndagrina
Nowill para Cegos, 1999, Vol. Edicdo Comemorati98 Anos do Nascimento de Louis Braille.

[5] CONSTANT, Instituto BenjaminVocabulario Braille, Conceituacdo Basica Available at: <http://www.ibc.gov.br>.
Acesso em: Accessed: May 17, 2011.

[6] EDUCATION, The New York Institute for SpecialBlindness Resource Center Page.Available at:
<http://lwww.nyise.org/blind.htm>. Accessed: May 2011.

[7] ELETRONICA, Nucleo de Computaca®rojeto DOSVOX. Projetos de acessibilidade do NCE/UFRJ. Availadite
<http://intervox.nce.ufrj.br/dosvox/>. Accessed: WMk&7, 2011.

[8] MICROPOWER. Virtual Vision. Acessibilidade para Deficientes Visuais. Dispohive em:
<http://www.micropower.com.br/v3/pt/acessibilidadd/index.asp>. Accessed: May 17, 2011.

[9] PITT, I. J. e EDWARDS, A. D.Nlmproving the usability of speech- based interfacefor blind users. Vancouver :
ACM conference on Assistive technologies, 1996cPedings, p. 124 —130.

[10] RASKIN, J. The Humane Interface: New Directions for Designindnteractive Systems.New York, USA : ACM
Press/Addison-Wesley Publishing Co., 2000.

[11] AMORIM, Thiago. Uma Micro introducédo - HCI. Interface Homem-Computador, 2009. Available at: <http://pt-
br.wordpress.com/tag/interface-homem-computadéweessed: May 17, 2011.

[12] HIRATSUKA, Tei Peixoto.Contribuicbes da Ergonomia e do Design na Concepcate Interfaces Multimidia.
Universidade Federal de Santa Catarina. Floriamgpol 1996. Available at:
<http://www.eps.ufsc.br/disserta96/tei/index/indm#sumario>. Accessed: May 17, 2011.

[13] SHNEIDERMAN, Ben e Plaisant, CatherinBesigning the User Interface: Strategies for Effedte Human
Computer Interaction. Addison-Wesley.

[14] GNOME. Gnome Acessibility Project. Available at: <http://developer.gnome.org/projégap/guide/gad>. Accessed:
May 17, 2011.

[15] SUTCLIFFE,A. Human-Computer Interface Design.s.l. : Springer-Verlag, 1989.

[16] CAT, Comité de Ajudas Técnicas , Brasilia, 208# da Reunido VII. Secretaria Especial dos Direitos Humanos da
Presidéncia da Republica (CORDE/SEDH/PR). Available at:
<http://www.mj.gov.br/corde/arquivos/doc/Ata_VII_&®ddo_do_Comite_de_Ajudas_Técnicas>. Accessed: May
2011.

[17] FAGUNDES, Cleonice. Tecnologias Assistivas em Geral Available at:
<http://tecnologiasassistivaemgeral.pbworks.comteessed: May 17, 2011.

[18] MELCA, Fatima AzereddAcessibilidade: o desafio da evolucédo digital®l. : Instituto Benjamin Constant.

[19] SCIENTIFIC, Freedom. JAWS for Windows ® Screen Reading Software Available at:
<http://www.freedomscientific.com/products/fs/japseduct-page.asp>. Accessed: May 17, 2011.

[20] SCIENTIFIC, Freedom. MAGIc® Screen Magnification Software Available at:
<http://www.freedomscientific.com/products/lv/imaditproduct-page.asp>. Accessed: May 17, 2011.

[21] ZoomText.Aisquared Available at: <http://www.aisquared.com/zoomtexthecessed: May 17, 2011.

[22] BRAGA, Diego de Siqueira. UNIVERSIDADE DE PERNAMRIO, Escola Politécnica de Pernambudma Interface
Humano-Maquina para Leitura de Documentos Digitais por Deficientes Visuais (KnowTouch) 2010. 92p,
Monografia.

[23] CONSTANT, Instituto Benjamin. A nova Grafia: Modie Contraste. A Nova Grafia Braille: Observaco&toemas de
Aplicacdo. Available at: <http://www.ibc.gov.br&e=110&blogid=1&itemid=479/>. Accessed: May 1D]14.

[24] CERQUEIRA, Jonir Bechara, et &lstenografia Braille para a Lingua PortuguesaSecretaria de Educacdo Especial.
Brasilia: SEESP, 2006.

[25] WIENER, Norbert. Cybernetics: or Control and Communication in the Arimal and the Machine. 2nd ed.
Cambridge, MA: MIT Press, 1965. ISBN: 9780262730099

[26] GAINES, B.R. & BOOSE, J.HKKnowledge — Based System&an Diego, CA, Academic Press, Inc., 1998.v.1.

[27] GAMBOA, Hugo., Ana Fred. Designing Intelligent Tutoring Systems: a BayesiamApproach. 3rd International
Conference on Enterprise Information Systems, |CHIEL.

[28] Smithmaitrie, Pruittikorn Analysis and Design of Piezoeletric Braille DisplayTailandia, 2009. Prince of Songkla
University.

[29] KIM, Kwang J. e TADOKORO, Satoshklectroactive Polymers for Robotic Applications: Attificial Muscles and
Sensors.Londres, 2007. Ed. Spinger-Verlag. ISBN: 978-1-33871-0.

[30] UDESIGN. Guidelines for Use of the Principles of Universal Bsign. Universidade Estadual da Carolina do Norte.
Available at: <http://design.ncsu.edu/cud/univ_de&irinciples/udprinciples.htm/> Accessed: May 20711.



