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Resumo —Uma nova estratégia de apoio a estimacio de densidggéna@tas em regides de floresta tropical densa & apre-
sentada, baseada em biometria computacional, normalmsada na verificacao de orador. Na adaptacao que égieEs
vocalizagdes de primatas substituem a voz humana. Essdagem nova & motivada pela dificuldade existente nazagaiec

do método do Transecto em areas de dificil acesso, beno peta constatacdo de que os proprios primatas tenderara us
vocalizagdes, nesses ambientes densos, como formardiéitcdgao individual a distancia. Para tornar o preocede verificagao
resistente ao intenso ruido de fundo existente nas matas)@todo de extracao de caracteristicas com mascatraespectral

foi usado. Os experimentos realizados com vocalizacégaoes de Guigds, em 14 localidades do estado de Sergipkaram
numa taxa de erro de verificacdo de identidade de aproximedte 11%.

Palavras-chave —Transecto; Biometria computacional; Mascaramento esge@uigos; Coimbra-filho?s titi monkey; Un-
derstory forest.

Abstract — A new auxiliary strategy for primate population densityirmsition in tropical forests is presented. This strategy
is based on computational biometrics usually applied talspeverification tasks. In this proposed adaptation, peemacal-
izations replace human voices. The motivation behind thigkvis the difficulty associated to the application of trarideased
methods in dense understory forest, along with the pemepfi the importance of primate vocalization as a naturalrooimi-
cation tool, through which they also communicate their titgrby hypotheses, to other animals at distance (far béwasual
contact). Moreover, to make the new approach more robugptod intense background noise in tropical forests, wedalaul

a feature extraction method based on (psychoacousticlrapetasking. Experiments with couples’s vocalizatiormsrirl4 lo-
cations in Sergipe (Brasil) yielded verification error saté aboutl 1%.

Keywords —Transect; Computational Biometrics; Spectral Maskingn@wa-filho?s titi monkey; Understory forest.

1 INTRODUCTION

A usual method for estimating densities of terrestrial maatsnfe.g. primates) in forested areas is the Transect. tigtric
speaking, a transect is just a path along which one recodis@mts occurrences of the animal along the path, simudtasig
estimating and registering the distance of the animal floenchosen path. This results in an estimate of the actualtgeriis
objects over that domain. There is a number of differentdygfetransect methods, such as strip transects, line tremdmsdt
transects, point transects and curved line transects.

Transect based methods have low operating costs and all@etide of a large number of species, but it is difficult to be
applied in areas of secondary forest and areas of sharjnteeif. In these locations, although many species alledstiected
through their vocalizations, they are rarely seen amid elgagetation. In addition, some forest regions have too feavdensity
of individuals, thus making visual-based methods rathefficient, especially when the time scheduled for field stigdipo
restrictive.

On the other hand, according to [1], using play-backs taaettindividuals shows advantages as compared to traditiona

visual transect, since it is not necessary to traverse thieestudy area to make a population estimation. Indeedepsoducing
primate vocalization through recordings, it is possiblstimulate them to the point of increasing the chances o&isontacts.
It is known, however, that the play-back can induce a widéetaof animal reactions, ranging from a simple back-vazaion
to fear and silent reactions, depending on the species tmYoegion where it is applied. Besides, there are somanEeas
that can affect the accuracy of play-back based approashels.as average interval between plays, sound intensitjigamce
from the targeted animal) and the “meaning” of specific rdsags, from the point of view of the targeted animal.

This work proposes an alternative auxiliary approach famtimg primates in tropical forests where high vegetatiengity
and/or sharp relief hinders visual counting. We adaptedpedational algorithms already in use for human identityification
(computational biometrics) to non-human primates. Wehterhypothesize that most primate cries in forests are thdered
at individual identification. That is to say that primateskpaibly adapt their vocalizations to compensate for enviremtal im-
pairment, which may even explain why primate vocalizationsopical forests concentrate acoustic energy in spegjifectral
bands, thus covering wide regions, and transmitting theiriforial) message as far as possible. Therefore, wevwethat pri-
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mates already use vocalizations as an important commioncaipport in dense forests, where visual sight is almogbsrible
at long distances.

In our adaptation of biometrics to primates in tropical &isg we must take into account that (forest) backgrouncerisian
important disturbing factor. Therefore, we use a previppsiblished feature extraction method (from recorded seumthich,
in former works, presented a strong resistance to additigen This method is based on the mimic of (psychoacoustisking
effectin human listening. Its implementation is briefly iped in Section 2. Our preliminary experimental resulespesented
in Section 3, with Coimbra-Filho Titi monkey'’s (locally knm asGuigds) vocalizations acquired from 14 locations in Sergipe
(Brazil) *.

2 Signal analysis and pattern recognition issues

Speaker identification/verification is a challenging mdagtadf behavioral biometrics, in which robustness issuesaia as
open questions for researchers. Biometrics is the sciehestablishing the identity of an individual based on the b3,
chemical or behavioral attributes of the person [2], andoanigitric speaker recognition system is defined as a compygtams
capable of identifying a person based only on the infornmetirried through his voice. In this work, we assume thatdhisbe
extended to non-human primates as well.

Frequently, Mel-frequency cepstral coefficients (MFC@) @eployed as a low-dimensional set of features to reprekent-
segments of speech. MFCC were first proposed in a technjoaitrey Bridle and Brown [3], in 1974, as being the log spettru
transformed through a 19-channel filter bank, so that cpoeding energies were, in turn, cosine transformed intosp@¢-
trumshape” coefficients. Paul Mermelstein, through hiskbaxicle titled “Distance Measures for Speech Recognitidh,
named this algorithm as mel-based cepstral parametessysgirng the MFCC acronym for the first time. In his work, he &apl
the algorithm to measure inter-word distances for a timepimg task in speech recognition. Since then, MFCC remapma
erful sound representation tool, for it partially mimicsiman perception of “sound color” [5], thus becoming widelyptar in
the signal processing community in its almost original fol®peaker verification is not an exception to this rule. Fstance,
in [6], 19 MFCC are extracted from overlapped short-franfespeech signals, whereas in [7] only the 12 lowest MFCC agd us
as acoustic features.

Unfortunately, it is well-known now that different operagi conditions (during signal acquisition) severely affstiCC
(e.g. channel response, background noise), thus leadifegtore mismatch across training and recognition. In or@eope
with it, most approaches keep MFCC as features but introdaoe kind of compensation. For example, in [7], CepstraliMMea
Normalization has been used in order to remove linear cHalistertion, along with RASTA filtering and feature warpirtpat
have been used in order to achieve robustness against ¢haneoise effects. On the other hand, the authors of [7]d&Em
that “state-of-the-art text-independent speaker reamyaiuse mean subtraction at the utterance level, oftemedft® as cepstral
mean subtraction (CMS)”, even though CMS may degrade acgueaognition of clean data (no channel mismatch).

Alternatively, noise compensation may be done directhirduMFCC computation through spectral subtraction per band
and/or by changing the band logarithmic energy compresgitinconstant root functions (possibly with adaptive roatgme-
ters). In [8], four such strategies are cross-comparedtdireg a new one proposed by the authors, where adaptivermsgy
compression and noise compensation in sub-bands, togethiperform all the others strategies in an isolated wocdgaition
task.

In [9] we claimed that most efforts on channel compensatimhsmphisticated pattern recognizer design can be savaatghr
a very simple change in MFCC computation, namely, the inctusf spectral masking in its algorithm. We further showeatt
the Ensemble Interval Histogram (EIH) [10] and the Zero Girngs with Peak Amplitude (ZCPA) [11] (two main MFCC-reldte
alternative features) do implement spectral masking, whiay explain their reduced sensitivity to external noise.

Here, we use the MFCC with rectangular lateral masking (#ask-R) proposed and detailed in [9], because it is remdykab
robust to additive noise. This feature extraction methodlimsummarized as follows.

We start with an MFCC implementation, with:

e Short-time analysis: 25 ms per frame.

Overlapping between frames: 82% (advance of 4.5 ms per jrame

Blackman window instead of (typical) Hamming window

Frequency scale: Mel

Filter shapes: rectangular

Filter Bandwidth: Constant, in Mel scale (403.2 Mel)

Given all overlapping short frames of signals in order tadig silent frames (or frames with too low acoustic energg)set
an adaptive energy threshold and systematically discardds whose energy is below it, as illustrated in Figure lafiypical
Guigb vocalization recording (approx. 3s).

1Coimbra-Filho Titi monkeys, locally known a3uigos are endangered primates.
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Figura 1: First signal segmentation through power profil@mfes with signal energy below threshold are discarded.

This power thresholding improves Signal-to-Noise Ratipsélecting frames with higher “foreground” sound powen¢si
the background noise in tropical forests is almost constamtaverage, during recording sessions). Selected frareethen
frequency analyzed and their spectra are split into 145awping sets of spectral coefficients, thus simulating tbangular
filters with constant-bandwidth in Mel scale (i.e. non-dansin Hz scale). In order to include the masking effectikenlisual
MFCC, we do not sum up spectral coefficients in each et we just find the frequency of the maximum energy valuenfro
each band. These peak frequencies (one per band) are thiesaeied in a histogram, i.e. a counter of how many timesengiv
frequency was detected as a spectral peak.

This histogram plays the role of a spectral representattoerevirrelevant spectral energy is discarded (maskedllithe
inverse co-sinus transform of this histogram (seen hererealasalued vector) provides a vector of coefficients higeeaalled
FastMask-R.

3 Experimental Results

Coimbra-Filho titi monkey’s vocalizations were acquiredrh 14 locations in the states of Sergipe (Brazil). Figureveg
a rough idea of location distribution, each one correspuoyth a patch of forest where at least one titi monkey was presly
observed. Recordings were made randomly in the early hdtinge day, when higher activity of primates is frequently etved.
Moreover, available sounds were acquired during the ye208,22005, 2008 and 2011, with the very same devices, naraely:
Sony TCM 5000 recorder and directional microphone Seneh®&66. All recordings were digitalized with 16 bits per gaden
and sampling frequency of 44100Hz. Long recorded segmests further manually split into short files of about.3Figure 3
illustrates this signal acquisition and digitalizatiorpess.

Among all the locations, we were able to assure that loca#arui was that were only a single pair of titi monkeys (a
couple) took part in the recordings. Since titi monkeys Giemfly vocalize in duets, or even in groups, and since thdividual
vocalizations are difficult to be unmixed, we simplify ourady assuming that the couple in Parui location is “one iictial”.
Therefore, we test whether biometrics is able to discerniBarouple from other couples, from another 13 locations.

Accordingly, the computational experiment protocol carsbemarized as follows:

(a) 5 shortfiles 3s each one) are randomly chosen from those made in ParuiSdacdhese 5 short files are processed to
provide a single matrix of 19-FastMask coefficient vectorss vector per frame of 25ms.

(b) 1 short file is randomly chosen from:

(b.1) recordings made in Parui’s location
(b.2) recordings made elsewhere

(c) Vector coefficients from (a) and (b) are regarded as dat@nalomly generated vectors. Thus, the two “random solirces
of vectors are compared with a K-Nearest Neighbourhooddbelsssifier, with K=5, slightly modified in order to provide
scores between 0 and 1, instead of averaged distances bdtadeare vectors.

(d) If the single recording comes from Parui’s location bthie resulting score is labeled as ‘True’, otherwise iaitsdled as
‘False’.

(e) After a number of scores are obtained and labeled, westdjdecision threshold;, so that the balance between False
Accept Rate (FAR) and False Rejection Rate (FRR) is minithize

Where
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Figura 2: Signal acquisition locations in Sergipe (Brazil)

e FAR: the number of scores aboYeand labeled ‘False’, divided by the total of scores labelealse’
e FRR: the number of scores beld@vand labeled ‘True’, divided by the total of scores labeledi&l

After 1092 independent random samplings and score conapas;ig/e found an Equal Error Rate (EER) —i.e. the operational
point where FAR equals FRR — & ER ~ 11%, which means that the Parui's couple was correctly detentéd out of 100
short recordings of their vocalizations, given a modelduip with approximatively 15 seconds (i.&.x 3s) of vocalization.
Figure 4 illustrates this result.

4 DISCUSSIONS AND CONCLUSIONS

A new auxiliary strategy for primate population densityimsttion in tropical forests was presented. This strateggeld
on computational biometrics, was adapted to primate voatidins instead of human voices. The motivation behindwioigk
was two fold: first because it is difficult to apply transeessbd methods in dense understory forest, and secondlydeeeau
hypothesize that primate’s vocalizations are naturaftyesl at broadcasting their identification to others of it<fgse Evidences
in favour of this hypothesis can be easily gathered. Foainst, titi monkey’s vocalizations are powerful, in termsobustic
energy, and it seems to be fitted to overpower forest noisereder, it is used to intimidate territorial invaders, adlvas

Digital data

Figura 3: Signal acquisition illustration.
4



X Congresso Brasileiro de Inteliggncia Computacional (CBIC'2011), 8 a 11 de Novembro de 201Eprtaleza, Ceaa
(© Sociedade Brasileira de Intelig@ncia Computacional (SBIC)

0.9
0.8
0.7
0.6
0.5
0.4

0.3
0.2 EER=0.109 (10.9%)

0.1 X

0.0+——— "~
0.000.050.10 0.150.20@25 0.300.350.400.45
0.23 Threshold

Figura 4: FAR and FRR empirical analysis — Parui's couplealiaation against other couples from 13 other locations.

to attract sexual partners in environments where visualambris difficult. Therefore, we may conclude that cry featuand
modulations are aimed at transmitting individual messagesss long distances (as long as possible). We also béfiatery
features evoluted to compensate for environmental acoaistiorption and noise.

Besides, in biometric human identity verification, voicdiiridualization is partially due to physiologic aspectsgal tract
dimensions). In the case of non-human primates we do notieas®ns to believe that it should be different.

To make the new approach more robust to intense backgrousd motropical forests, we deployed a feature extraction
method based on (psychoacoustic) spectral masking. Empets with couples’s vocalizations from 14 locations ingges
(Brasil) yielded verification error rates of about11%, underSN R ~ 10dB. We highlight that similar results were obtained
in [9]. This corroborates the idea that computational bitsiag can be successfully adapted to non-human primates.

Nonetheless, results presented here are preliminargrralaying the role of an introductory step to induce furtiverks on
this new, possibly fruitful, application research domahecordingly, to allow further comparisons between the lsseported
here and performances of other approaches, with the sarabadat samples used in this work (short ‘wav’ files) are yreel
available to download at www.biochaves.ufs.br (Internebsite).
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