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Resumo —Este artigo apresenta os resultados de prospec¢do de une @aksos a frente da demanda mensal de energia
elétrica de uma concessionaria de energia pertencentéfia mgleste do Brasil. Neste trabalho a demanda de enettiaa|
total € subdividida em trés grupos de consumo: residenethistrial e comercial. O modelo de previsdo adotado é Hasea
regras nebulosas do tipo Takagi-Sugeno (TS), sendo o nideeegras obtido via algoritmo de agrupamento ndo supenado
Subtractive ClusteringUma base de regras nebulosa é determinada para cada @dassesdmo e 0s parametros do sistema de
inferéncia sao ajustados usando o algoritmo de otimizagdoakimizacéo da verossimilhanca. Como variaveis de ensaa
consideradas as observacdes de demanda em instantesrast@iém de varidveis explicativas de natureza macroeuoadO
desempenho do modelo é verificado por meio de medidas decalmsgadas dentro e fora da amostra e os resultados indicam
gue o sistema de inferéncia nebuloso atinge indices de gesdrmna ordem anual de 3% para as classes de consumo.

Palavras-chave -bemanda de energia elétrica, sistema de inferéncia nehyios/iséo, séries temporais.

Abstract — This paper presents the use of a fuzzy rule-based systemidistenm electric energy demand forecasting. The
results are achieved for an specific region at the Southeaséet of Brazil. The total demand is divided in three groops
consumption: residential, industrial and commercial. Tdrecasting model adopted is based on Takagi-Sugeno furey,r
where the number of fuzzy rules is defined by the Subtractlust€ring algorithm, an unsupervised approach applied awve
in-sample data set. A fuzzy rule base is determined by eamlpgyf consumption and the model parameters are adjusted usi
the Expectation Maximization optimization algorithm. Agut variables are considered the observations of demgméuious
moments as well as macroeconomic explanatory variablegcksting tests over an in-sample and out-of-sample detase
developed. The results show the adequacy of the modelsedj@shieving annual absolute percentage errors of 3%eirage.

Keywords —Electric energy demand, fuzzy inference system, foremgstime series.

1. INTRODUCTION

Econometric models have been developed to forecast elestargy demand in several countries. A survey of statlstica
methods to evaluate urban energy needs is presented bydidrrbinants of energy demand in the literature include ecics
variables, such as, population growth, prices, income dbg,@nd climatic variables, such as degree days tempeifajufa].

In Brazil, the energy crisis in mid-2001 unchained a procdsationing of electric energy in the Southeastern regibthe
country and a called phenomenon “rationalization of consiion”. This phenomenon was responsible for modifying teaind
behaviors with respect to consumption and demand of eteetrérgy. The consumption platforms were modified as much as
the schedules of occurrence of the maximum demand of elestgrgy so that studies of demand forecasting in this sheia
become even more necessary.

Following this line of research, different computationatelligence methods have emerged in the last two decadds as a
ternatives for building effective predictors, due to thedrent non-linear nature that maps the relation among erignt and
dependent variables. Usually, these models are based oal metworks, fuzzy systems and hybrid approaches [4]. &hes
techniques involve an iterative process of model adjustmiering a sequence of offline parameters updates, consgdarieach
iteration all data available for training the model.

As an alternative to existing models, this paper suggestzayfrule-based structure and a learning algorithm fording
time series models. This approach is based on the Takagir®ugzzy systems (FIS) and the Expectation Maximizatiavl)(E
optimization technique [5]. Here, FIS structure is definethio phases. In the first phase, an initial rule based systenposed
by a set of fuzzy rules is generated using a Subtractive €ngt algorithm (SC), originally proposed in [6]. In a sedon
phase, the model is re-adjusted using the Expectation Maation algorithm, where all the model parameters are aeljus
considering as a start point results obtained with the SGritkgn. This model is applied for explaining the regionafrdend of
electric energy because of its capability of dealing with-tinear relations between variables, which is more appatpfor the
problem analyzed.

After this introduction, this paper proceeds as followscta Il presents a brief description of the general FISditre.
Section Il details the methodology and the case study.llgirrmme conclusions and further research are presenteeldtion V.
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2. FUZZY INFERENCE SYSTEM
2.1 Structure

Letx* = [z}, 25, ..., zF] € R denote the input vector at instaht k € Z; §* € R is the output model, for the
correspondent input®. The input space represented k¥ € R?, is partitioned into)M sub-regions, each represented by a
fuzzy rule;k = 0,1, 2, ... is the time index (Figure 1). The antecedents of each fifzZZfen rule (R;) are represented by their
respective centeks € R? and covariance matricdg; |, «,. The consequents are represented by local linear modétsoutiput
yi,i=1,..., M defined by:

=¢F x 0,7 1)

whereg? = [1af o ... a}]; 0; = [0i0 01 ... 053] is the coefficient vector of the local linear model for tferule.

Input space partition

Figura 1: General FIS formulation.

Each input pattern has a membership degree associated acithregion of the input space partition. This is calculated
through membership functiong(x*) that vary according to centers and covariance matriceteckta the fuzzy partition, and
are computed by:

"
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whereq; are positive coefficients satisfyi@jﬁ1 a; = 1 andP[i | x*] is defined according to

1
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wheredet(-) is the determinant function. The model outpit) = 7*, which represents the predicted value for future time
instantk, is calculated by means of a non-linear weighted averagdihacal outputsy” and its respective membership degrees

gf,i. e.,

=" Zgz yi 4)

2.2 Optimization

First, an initial structure composed by fuzzy rules is defjrend its parameters are adjusted via the traditional Eapen
Maximization algorithm, originally proposed in [7] for ntixre of experts models.

Model structure is initialized using the unsupervised tdting algorithm called the Subtractive Clustering Algiom (SC),
proposed in [6]. This algorithm provides a setMfclusters from a specific training data set presented to orighm. Patterns
processed by the SC algorithm are composed by the inputippgterns used in a second stage for model optimization.

These groups are associated to a set of fuzzy rules codifibe iAlS structure. Therefore, after the number of fuzzyside
defined, we proceed to initialize the model parameters, fon, . . ., M, according to the following criteria:

o c? =V ,, wherey?|; ,is composed by the firgtcomponents of the-th center found by the SC algorithm;

° a’io = 1.0;
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o 09 =1[1?,410 ... Ol1xp+1, Wherey?|, 1, is thep + 1—th component of thé—th center found by the SC algorithm;
e VY =107, wherel is ap x p identity matrix;

o a? =1/M.

After this initialization, model parameters are re-adjaldbased on the traditional offline EM algorithm, followingiterative
sequence of EM steps, given incomplete dgta It means that, a complete data is composed by the outpuatblag® and a
missing data. The goal of the EM algorithm is to find a set of elgédrameters, which will maximize the log-likelihodd of
the observed values gf at each M step of the learning process. This objective fonds defined by

N M
Q)=>In (Z gi(x*, C) x P(y* | x", 9») (5)
k=1 =1
whereD = {x* y*|k = 1,..., N}, Q contains all model parameters a@tcontains just the antecedents parameters (centers

and covariance matrices). However, for maximizitig>, ), it is necessary to estimate the missing dgtaluring the E step.
This missing data, according to mixture of experts theariniown as the posterior probability ®f belong to the active region
of thei—th local model.

When the EM algorithm is adapted for adjusting fuzzy systefisnay also be interpreted as a posterior estimate of mem-
bership functions defined by Eq. (2). 3d,is calculated as

ai P(i| x*)P(y* | x*, 0:)

hy = — (6)
Zq:1 agP(q | xk)P(y* | x*, 0q)
fori =1,..., M. These estimates are called as “posterior”, because thesalaulated assuming, k = 1,..., N as known.
Moreover, conditional probability? (y*|x*, ;) is defined by:
1 [v* — yi7?
P(y* | x*, 6,) = S A 7
" 1%, 6) Wexp( o ™)

with o2 estimated as:
N N
= <Z hEly* — yf12> DI (8)
k=1 k=1
Hence, the EM algorithm for determining FIS parameters @asummarizes as:

1. E step: Estimaté” via Eq. (6);

2. M step: Maximize Eq. (5) and update model parameters, oytimal values calculated as:

o= Dk ©)
_ <i h’?xk> /S (10)
k=1 k=1

V<Zh"”x — ) (xF cz>/2hk (11)
k=1

fori = 1,..., M, whereM is the size of the fuzzy rule bas8/ is the number of input-output patterns at the training
set. For all these equatiorié,; was considered as a positive diagonal matrix, as an alteertatsimplify the problem and
avoid infeasible solutions. An optimal solution f@ris derived solving the following equation:

N hk.
Za—gy—¢kx9i)~¢k:0 (12)
k=1 1

whereg; is the standard deviation for each local outputi = 1,..., M, with o7 defined by Eq.(8). After parameters

adjustment, calculate the new value D, Q).

3. If convergence is achieved, then stop the process, dlsmite step 1.
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3. METODOLOGY AND CASE STUDY
3.1 Data analysis and preprocessing

Realized monthly energy consumption belongs to an energypise in the Southeastern region of Brazil. Figure 2¢mes
historical monthly consumption data used for this caseys{udMWh), going from January 2003 to December 2008. These
historical series of energy consumption will be used foinesting the expected demand for future months.

The total electric energy consumption registered is degiat Figure 2-(d). In this paper, this series is composedby t
aggregation of three types of consumption: residentidljstrial and commercial. Since the region to which thesemfsions
belong has a strong industrial activity, the industrialsomption depicted in Figure 2-(b) represents in average @ total
consumption, whereas the residential and the commercéa @present 24% and 7%, respectively (Figure 2-(a) and (c))

As observed, the residential, industrial and commerciabamption present a strong trend and a seasonal comporient. T
last one is easier to observe in the commercial class. SiecEIS model works with stationary data, all these time sereed
to be integrated or transformed for removing the trend camept

As commonly used in a production planning framework [8],fibrecasting of the total electric energy demand was estichat
by the aggregation of individual forecasts for the threee/pf demand, following a hierarchical bottom-up approadhich
estimates the parts for obtaining an aggregate total etstifah

The actual version of the forecasting models consider neaoromic variables as inputs to the fuzzy inference systems

In the case of the residential consumption, it was assunadtth observed trend is highly related to the populatiowtre
which is also related to the number of consumers registereldebdistribution company - as well as the number of billegsda
a month. We remove the effect of the population trend by digdhe monthly data by the number of regional consumerss Thi
procedure was adopted in order to make use of the informptiesent in the series of monthly regional consumers. Indeed
order to estimate the residential demand free of the effieitisobilling date, the residential consumption per capiées wivided
by the number of monthly billing days that varies for each thoand for each year. In this way, we obtain the residential
consumption per capita and per billed day.
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Figura 2: Monthly electric energy consumption from 2003@02: (a) residential; (b) industrial; (¢) commercial; (d)el.

Different works in the literature (see [3]) show evidencatttliimate conditions affect the residential consumptésfect that
may be represented by the heating degree days (HDD) anchgadigree days (CDD) index which are calculated using daily
maximum and minimum temperatures recorded. Unfortunadelly records of regional temperature were not availadnehat
there was no possible to consider climate variations as agemous factor. Hence, we limited our study to models irnfyd
economic factors.

In order to consider macro and socioeconomic variablesdfieating the regional economical development, the model
adjusted for the residential consumption per capita andled day used as exogenous variable the total monthlyoregi
employment rate. This variable was available at the CAGEgb(Cadastro Geral de Empregados e Desempregpddy.

The effect of the billing date was also observed in the conciabeconsumption. Therefore, the commercial data was also
divided by the number of monthly billing days.
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The total employment rate was also available at the CAGERapéor each activity sector. Hence, the specific monthly
employment rate related to regional commerce and servisewmasidered as an explicative variable by the commerciabae
model.

In the case of the industrial consumption, the final modek@®ered as exogenous variable the regional monthly indlistr
production index, which estimates are based on the reggartitipation in all the industrial activities consideifed calculating
the state industrial production index (IPI), availableBGE (Instituto Brasileiro de Geografia e Estatistjdg[11]).

Since all the series presented a trend component, they mtegrated once, and then normalized to the unit interval.

Data from 2003 to 2007 were used for calibration purposesewtie data from 2008 were considered for testing. A vaiatat
set for verifying overfitting was not defined due to the lirditevailability of historical data.

3.2 Model identification and adjustment

Input patterns were built considering lags of the same aopsion as well as lags of the respective exogenous variables
Several configurations were adjusted, varying the numblagsffor each variable, as well as different values for thrsietive
clustering hyperparameters. The selection of the final inede performed considering the one-step ahead root mearesqu
error over the testing data set.

Based on this procedure, subtractive clustering considesieameters, = 0.50, 0.55, 0.25 for the residential, industrial and
commercial models, respectively ang, = 1.0 for all the cases. The final input patterns configuration gravided the best
result for each model over the testing set is summarizedhiteTh where denotes the time instant in months. Therefore, if we
pretend to forecast industrial demand for instarthen, the input pattern will be composed by the first two laigthe regional
industrial production index and the last two records of tigustrial demand.

Tabela 1: Final input patterns configuration for demanddasting at instant

Residential
Lags
Total employment rate t—1 t—2
Consumptiofi t—1 t—2
Industrial
Lags
Regional Industrial Production Index t—1 t—2
Consumption t—1 t—2
Commercial
Lags
Commerce and Service employmentrate— 1 ¢ — 2
Consumptiof t—1 t—2

2Residential consumption per capita and per billed day.
bCommercial consumption per billed day.

3.3 Analysis of the results

In order to verify the model performance, three performamedrics were evaluated: the root mean square error RMSE
(MWHh), mean absolute percentage error MAPE (%) and mearigbsarror MAE (MWh).

The first task considered was the one step ahead forecastimgregional monthly electric energy demand. Resultseved
for the residential demand are depicted in Figure 3-(a) redeeresults for industrial and commercial demand aretiditesd in
Figure 3-(b) and 3-(c), respectively. All these figures shiogvresults achieved over the in-sample (2003-2007) andutief-
sample (2008) data sets.

As observed, results obtained specially for the residearid the commercial demands are very promising. In the dabe o
industrial demand, we can observe a slightly higher dexiatfor some months, affecting in general the total dematichate
for 2008. Numerical results for the performance metricspesented in Table 2, where the higher level for one stepdahea
forecasting errors in the industrial demand is evident.

Table 2 also shows results achieved for a twelve steps abeachiting task over 2008. The most important issue to wéser
is that, comparing both results for each model, the perfageas preserved, which may be understood as an evidence of th
model robustness, since it is capable of dealing with em&leged to previous forecasts samples that are fedbackghrthe
input vector. Results for a twelve steps ahead forecastisigare depicted in Figure 4.

Observing carefully the behavior of the industrial demaméd,can see that the FIS adjusted for this type of consumption
estimated the industrial demand of 2008 according to theddehobserved until 2007, which was well captured givengirers
achieved in the in-sample data set. However, in 2008 thestnidiconsumption was lower that the expected, produdiragy&in
the out-of-sample data set higher than the ones obtaindeiresidential and the commercial types. This behavior senled
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more specifically from mid-2008 when the subprime crisis @fits highest, causing a slowdown in the economy of the regio
In that sense, we can conclude that the regional (pondenaledtrial production index was not enough to explain tteustrial
electric energy demand behavior.
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Figura 3: One step ahead forecasting results: (a) resagfit) industrial; (c) commercial; (d) total.

Tabela 2: Performance metrics for one and twelve steps gireddttion.

Residential
In-sample Out-of-sample
One step ahead Twelve steps ahead
RMSE 0.438 0.775 0.552
MAPE 0.981 1.674 1.273
MAE 0.313 0.622 0.469
Industrial
In-sample Out-of-sample
One step ahead Twelve steps ahead
RMSE 1.806 6.770 6.174
MAPE 1.613 5.742 4.898
MAE 1.442 6.415 5.552
Commercial
In-sample Out-of-sample
One step ahead Twelve steps ahead
RMSE 0.228 0.380 0.250
MAPE 1.758 2.782 1.705
MAE 0.158 0.301 0.188
Total
In-sample Out-of-sample
One step ahead Twelve steps ahead
RMSE 2.027 7.964 7.126
MAPE 1.248 8.732 8.158
MAE 1.625 12.689 11.777




X Congresso Brasileiro de Inteligéncia Computacional (CBC'2011), 8 a 11 de Novembro de 2011, Fortaleza, Ceara
(© Sociedade Brasileira de Inteligéncia Computacional (SBI

In terms of annual results, Table 3 presents RMSE and MAPEa&thover 2008. These results show that the aggregation of
the forecasting results to estimate the annual expectedmi@im affected by the lead time, since the one-step aheadbm@sult
is more accurate than the one estimated considering theotilgi@ in January 2008. As noticed, the error in the foreogsbf
the total demand is directly affected by the industrial lssurherefore, it is necessary to study other macroeconwariables
with explanatory power for modeling the industrial demathak to the structural break presented in 2008.
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Figura 4: Twelve steps ahead forecasting results: (a)easa (b) industrial (¢) commercial (d) total

Tabela 3: Performance metrics for annual forecast (2008).

Residential Industrial Commercial Total
One step Twelve steps Onestep Twelve steps Onestep Twepse stOne step  Twelve steps
ahead ahead ahead ahead ahead ahead ahead ahead
RMSE 0.994 3.259 18.215 66.313 1.777 0.542 18.998 63.596
MAPE  0.226 0.741 1.350 4916 1.387 0.423 0.991 3.318

4. CONCLUSIONS AND FUTURE WORK

This paper proposes a fuzzy system model for mid-term étestergy demand forecasting. The model is based on an offline
model structure definition and parameter adjustment. Saiaandages of the model proposed are that it provides a cdmpac
structure and a fast learning, which are great advantagesirs of time process and computational effort. The fuzégrence
system was applied to energy demand forecasting of an eiseip the Southeastern region of Brazil. The total demaas w
divided in three groups of consumption: residential, indakand commercial; one model is adjusted for each groing. résults
obtained specially for the residential and the commeraahands are very promising. In the case of the industrial deima
we can observe a slightly higher deviations for some moraffscting in general the total demand estimate. Numergsllts
showed the adequacy of the models adjusted, achieving babs@alute percentage errors of 3% in average. For futuré&syor
we would like to compare the fuzzy inference system with ecoetric models for mid-term electric energy demand foreiegs
and analyze the influence of climatic and other macroeconwatiables in the electric energy consumption.
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