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Abstract—Health insurance companies own very large
databases built from the history of clinical exams and/or hgpital

In [4] several algorithms to estimate the risk of cardio-
vascular disease in asymptomatic patients are describéd an

procedures undergone by their beneficiaries. An important bal-
lenge faced by these companies is then to mine useful inforrian
from those database for the purpose of preventive care and
financial costs reduction. Bearing this in mind, in this pape
we propose a novel approach for building and labelling featee
vectors for the beneficiaries of health insurance companiewith
the aim of building classifiers capable of predicting the ri&
level (high or low) of a given beneficiary to undergo serious
cardiovascular events within a predefined horizon in the nea
future. The proposed approach was evaluated in the design of
neural network classifiers using real-world health data fran a
Brazilian insurance company. The obtained results show thizthe
proposed method is rather promising and can be used to aid the
management of health insurance plans.

I. INTRODUCTION

the importance of preventive treatments of individualshwit
high risk are emphasized. A study about risk prediction of
cardiovascular events in near future was also done in [5]. In
that paper, the main objectives included the definition sk ri
factors, biomarkers and specific clinical results. Howgtrés
information is often not available and difficult to obtain.

When using non-specific attributes, artificial neural net-
works may be applied. Recently, for example, neural netaork
were used for severity prediction of several acute panitiseat
from hospital data in [6]. Breast cancer risk estimation was
carried out in [7] using both logistic regression and maytér
perceptron network, which proved to be useful to aid in deci-
sion making. In [8], grammatical evolution neural netwoj¥}s
were used to identify individuals with high risk for aging-
related macular degeneration.

In [10], the author lists different types of data for health-

Health insurance companies store a huge amount of usag& e risk prediction: physician referral/chart, enroliméata,

data from their beneficiaries. It is well known that such datg;|5ims pharmacy data, laboratory values and self-regorte
may be used for analysis of risk factors for diseases [1].eMOr jnormation. The present paper focus on medical and hdspita
interestingly, whole sequences of procedures can be #lacke;|aims, as they are widely available in health plan context.
since the first medical exams to more serious interventionsihus in this paper we propose a novel methodology for
That sequence of procedures defines what may be called fasigning a classifier able to find patterns in health usage da

disease evolutianiWhen a serious disease is considered, sucky 5t indicate high or low risk of a certain beneficiary to urgte
as heart disease, early diagnosis can be very useful fotheth geqrious cardiovascular events in the near future.

beneficiary and the insurance company: the first may receive )
preventive care and the second may avoid high cost procgdure  The core of the proposed methodology is a new strategy
such as surgeries. for labelling feature vectors based on a time window into the
future within which we search if the beneficiaries underwent
Many authors have studied health data mining for usefulny kind of serious cardiovascular problem. If a given bene-
information about risk of diseases. In [2], statisticalkris ficiary underwent any serious cardiovascular event withis t
prediction models were studied for managing patients in théime window, his/her feature vector is tagged with a high ris
cardiovascular domain, with the focus of evaluating riskaq label; otherwise, his/her feature vector is labelled asaarlek
tions retrieved from the MEDLINE database. In [3], besidesone. This labelling strategy is then henceforth referreégo
rule based models, other techniques, such as decisioretnees predictive labelling Using the proposed predictive labelling
neural networks, are surveyed for health data mining. strategy, linear and nonlinear neural network classifieesew



trained in order to produce a risk score for an individuakdas ically a patternp:
on its past clinical and/or hospital procedures, as regidtby

the health insurance company. = lwaz -~ a; - ay], where @)
a; = 1,Vj€]l,J—2],if procedurei was
The remainder of the paper is organized as follows. In done within the time window,
Section Il we provide a detailed description of the proposed . _ Vj € [1,J — 2], otherwise
approach for feature vector building and labelling for risk ! T ’ o
classification of health insurance data. In Section Il weore ~ /-1 = 1, if the beneficiary is male,
the results achieved by the evaluated classifiers in thedhsk as-1 = 0, otherwise
of predicting the risk level (high or low) of a given benefigia ay = 1, if the beneficiary is in a prefixed age group,
to undergo serious cardiovascular events within a predgfine a; = 0, otherwise
horizon in the near future using real-world data. Finalhg t ’
paper is concluded in Section IV. where J is the total number of attributes ang is the j-th

attribute.

B. Feature Selection

Il.  PROPOSEDAPPROACH There are 6.877 different procedures used at least once ir
] ] ) ] our database. This would imply 6.877 attributes for thenirej
This section will describe the proposed approach used tg|gorithm. However, as the target procedures are known in

usage data. The methodology consists of steps before thgsfore training.

training of the classifier, such as building the feature mest

the classifier training itself and the post-training evébma Let A be the event of occurrence of one target procedure
process. It worth noting that the proposed labelling apgtoa (€.9- myocardial revascularization) af(A) its probability.
can be used used by any type of pattern classifier, not onliyet alsoB; be the event of occurrence of the procedi#e

neural network based ones. he conditional prObablllt}P(A|B]) is calculated by
P(ANB;j)
P(A|B;) = ——— ()
(A1B) = =555
A. Building the Feature Vectors The probabilities in the right side of Equation 2 may be

estimated from the examples available in our database as

Health insurance companys generate large amounts of da@l/|ows:
due to the several procedures a beneficiary may use. For
instance, based on this longitudinal research from 2006 to P(A]B;) = |B;|/N —  |B;| (3)
2011, there are almost 150 million events of data, more than ) ! !

900.000 beneficiaries and 6.877 procedures. Thereforéirshe Where N is the total number of events and | denotes the
limitation of this study was the computer processing so tha€ardinality operator.

all data was organized into binary patterns before sending t Equation 3 is calculated for every procedi?e The result

the training algorithm. is the estimated probability that a beneficiary went through
) ) ) a target eventAd, given that he/she also had a procedure
These attributes consist mainly of health procedures (e.gz; These conditional probabilities are sorted from greatest
electrocardiogram, echocardiogram, cardiologist apgp®@nt) 5" |owest and only a fraction is selected. Indeed, due to
used by beneficiaries in a prefixed time window (e.g. 6, 12 anghe quantity of procedures, we arbitrary used only the 400
24 months), denominated henceforwgutbcedure window  procedures with the greater conditional probability.
Each evaluated procedure window results in its associated

attribute having the value 1 (one). In the case where th
procedure was not done, its attribute value is 0 (zero).

_|[AnBy|/N  |AN By

€. Labelling the Feature Vectors: A 'Time Window into the
Future’ (TWINF) Approach

Moreover, some personal information is appended to the The risk classifier is going to be trained in a supervised
previous string. More specifically, two more binary atttdmi  way, i.e., given a set of training patterns built through the
are added: one representing the gender of the beneficiaty (mdnstructions described in Section II-A, thus it is necegdar
or female) and other representing its inclusion in a giveriabel them for the training process.
age group. For example, as this study analysed cardioascul

diseases, it was also added an age attribute for the ones ov(,jlervlgr tr?g?g)cqsecﬁzs'f'zasthoaql tafhkri’upﬁttgirrgs IZr%tl)zg?vizftjioln
or below 40 years old. According to the Brazilian Health y ob Y, y 9 p

Department [11] , there is a higher risk of having arteriaIOf the sources of the patterns. However, our risk classifier

: intends to predict, within a given future window, the riskaf
hypertension and heart attack the ones over 40 years old. beneficiary does some target procedures. Therefore, thexe i

The result of the feature vector building process is a binar)yme component in the analysis.

feature vector representing the usage pattern of a bengficia  This paper proposes a novel approach called Time Window
in a given time window. The Equation 1 formalizes mathematinto the Future (TWINF). This methodology labels a pattern



based on known future events of the beneficiary from whonof the risk classifier evaluation is run monthly so that the
the pattern was built. For instance, if the beneficiary wouldprocedure and prediction windows must be counted from the
do a target procedure in a prefixed future time window (e.gpresent month. Note that in this case there will be only one
6 months), the pattern is considered to have a high risk and fiattern per beneficiary.

will be labeled with the value 1. Otherwise, if it is considdr
to have a low risk, it will be labeled with the value 0. Hereaft
this future time window will be denominated Time Window

Figure 2 shows a diagram of the evaluation process of
the risk classifier from unlabelled patterns. The stepsvbelo

into the Future (TWINF). summarize the analysis:

A useful feature of this labeling strategy is its ability to ~ Step 1 From the beneficiaries active on moniii, a set
track the changes of a beneficiary along the time, i.e., $ts ri of patterns is built following the methodology
changes. For example, given several training patternsraata described in Section II-A; _ _
from the same beneficiary for different time periods, theelab ~ Step 2 The risk classifier previously trained receives the
of each pattern may vary as varies the risk of the beneficiary set of test patterns; -
over time. Step 3 The estimations outputted by the classifier are

sorted;

Step 4 A fraction of the correspondent beneficiaries are

D. Training Process U >
9 selected. The selected beneficiaries are considerec

The training set, i.e., the set of labeled patterns used for to have high risk and are, for example, sent to
training, is obtained through the following steps: preventive care.
Step 1 Extract raw data from the database which contains  After Step 4, therecall metric may be calculated by the
usage information of the beneficiaries; following equation:
Step 2 Perform feature selection as described in Section
I1-B; R= 50T (4)
Step 3 Find every beneficiary that did a target procedure VA
somewhere in the time period analysed; where S is the set of beneficiaries selected by the classifier,

Step 4 For each beneficiary found on Step 3, build aig 7/ s the number of target beneficiaries selected, i.e.,
pattern considering a procedure window countedurectly identified, andZ| is the total number of target
from the first time a target procedure was done.peneficiaries in the test set. For example, if the test setdsvk
This is intentioned to capture the moment of {4 haye100 high risk beneficiaries and, after the application

transition when the beneficiary passes from low¢ the risk classifier50 of these were found, the recall would
risk to high risk. These patterns are callegget o equal t0).5, or 50%.

attern

Step 5 Eind e\?ery beneficiary that never did a target Furthermore, other important metric is the fraction of
procedure during the same time period; beneficiaries selected in Step 4:

Step 6 For each beneficiary found on Step 5, build pat- Kl
terns considering a procedure window counted C (5)

from each available month, which generates mul- 7|+ |G

tiple patterns per beneficiary. These patterns arguhere|G| is the number of non-target beneficiaries in the test

callednon-target patterns set. This fraction represents tensitivity of the evaluation,
Step 7 Obtain a training set formed by every target pat-j e | the ratio of beneficiaries selected after the risknestion

tern and the same quantity of non-target patternsgone by the risk classifier. For example, if the test set ct®si

randomly sampled. Note that the amount of non-of 1000 beneficiaries (with high or low risk) and the sensitivity

target patterns is much greater than the amount ofs equal to5%, the 50 beneficiaries with greater risk estimation

target patterns. In our database, the approximatgre selected and labeled as high risk.

ratio of target beneficiaries is 1:370. Random o )

undersample of the majority class, i.e., non-target It is important to emphasize that the greater the recall

patterns, has been a simple and effective choic&nd the less the sensitivity the better. Besides, there is a

for learning from imbalanced datasets, as experiPalance between these two metrics, for when the sensitivity
mented in [12]. is lower, the recall is also lower. In this paper the senigjtiv
was arbitrary fixed a§% of the number of beneficiaries in the
It is important to emphasize that, although the procedurgest.
window is relative to a given month, the objective is to learn
the pattern of a beneficiary who is close by doing a target I1l. EXPERIMENTAL RESULTS

procedure, independently the month that it occurs. o .
The real-world data described in Section II-A was used to

Figure 1 illustrates the training set building process fromyajigate the methodology proposed in Section II. The eveliia
the database to the attribute vectors. neural networks were the linear Perceptron (LP) and a one-
hidden-layered MLP network, as described in [13]. The targe
E. Classifier Evaluation

. . i IHere the termsensitivityis applied in a different sense of the one usually
During the evaluation of the classifier, unlabelled patern found in machine learning literature, where one wishes étigialues. In our

are obtained as described in Section II-A. The operationadefinition lower values are preferable.
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Fig. 1. Diagram of training set building process for the rid&ssifier from the database.

Target beneficiaries
(T

Beneficiaries active
on month M

Non-target beneficiaries
(G)

Top 5% of beneficiaries
> from risk rank
(8)

Set of test
patterns

Risk rank based
on risk classifier

Risk classifier

Fig. 2. Diagram of the evaluation process of the risk clamsifihe sensitivity was fixed &8%.

procedures arel6 high cost procedures related to serious hearbeneficiary and a boolean indicating if his age is over orwelo
diseases. The database structure follows the descriptinoa d 40 years. It is worth mentioning that the feature selectiep s
in Section IlI-A. was made only in the training set.

This section is divided in two parts, one showing the Figure Ill-A shows the results for the test set of 2009.
results of the neural networks and the other introducingesomThe same trained neural network was used to classify the
empirical financial implications of the use of the proposedbeneficiaries of 2010, with results shown in Figure IlI-A. As

methodology for risk classification. a general result, one can easily note that the performance o
the MLP is better than that of the LP network.
A. Neural Networks Evaluation The percentage of high risk beneficiaries in both years is

9round0.27% per month. With a fixed sensitivity &%, i.e.,

The evaluation methodology follows the steps of Section selection ob6% of the active beneficiaries, the risk classifier

II-D and II-E. The training set was obtained from the 2007 and® . S
2008 database of a large Brazilian health insurance compan as able to recogn!ze6.04% of the target beneficiaries on
After the undersampling step, described in Section kD55 verage per month in 2009 ard.66% in 2010.

pattern were built for training, half from target benefiaar One interesting indication is that a trained classifier for a
half from non-target ones. Two groups of test sets were,builtspecific year can be successfully used in more than one yea
one from the year 2009 and another from 2010. The evaluatiogfterwards, a property which may indicate that the risk nhode
of the classifier was run monthly, as described in Sectiorjoes not change abruptly, as shown in Figures IlI-A and LII-A
lI-E. Hence, there are 24 test sets, each one with around

695.000 patterns. The procedure and prediction windows wergy Empirical Financial Analysis
maintained in 12 and 6 months, respectively. )
. . . Besides, the recall values presented in the previous sectio
A MLP and a LP were trained using a learning step Ofis also interesting to estimateahe potential fina%cial ioh e

0.01 for 150 epochs. The number of hidden neurons of the ot : o :
MLP was set tol0 and the weights were updated throughg;gg?/pphcatlon of a risk classifier with the proposed method

backpropagation. As mentioned in Section II-A, the numlder o
features applied were 402, including 400 procedures sglect  Figure 4 presents a comparative analysis of the average
through the method explained in Section II-B, the gendeheft costs of the correctly classified high risk beneficiariesigtr
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Fig. 3. Results of the risk classifier based on the MLP and LtRor&s.
labeled by the risk classifier as high risk, i.e., true pesgiand
false positives. These amounts might guide the investnadnts
positives), the high risk beneficiaries not found (false aieg a health insurance company in preventive programs.
tives) and the false positives 6 months before and 6 months
after the risk analysis.

It may be perceived that the detected high risk beneficiaries IV. CONCLUSIONS AND FURTHER WORK

are more costly than the non-detected. Besides, compdieng t |, g paper, we proposed a novel approach, called TWINF
false positives and the average cost in the test set, the@&er rime window into the Futuje for building and labelling
cost of the first are greater, which might indicate that.@ih toa4re vectors for the beneficiaries of health insurange-co

th.e)(/jdid nr(])t have a.g?’ Or]: tge t?]rgert].prﬁ)cedures in I_jhe preeicti panies. The main goal of the TWINF approach is the design of
window, they possibly had other high cost procedures. pattern classifiers capable of predicting the risk levegifhor

Figure 5 represents the time evolution of the average cost§Ww) of a given beneficiary to undergo serious cardiovascula
per beneficiary along the months before and after the riskevents within a predefined horizon in the near future. The
analysis. The average cost of the true positives are grémter Proposed approach was evaluated in the design of neura
the cost of the false negatives during almost all period. Thé@etwork classifiers using real-world data from a Brazilian
cost of the false positive is greater than the average valfies health insurance company. The obtained results have showr
the test set, as observed before. Figure 5 also shows a fgossikhat the proposed method is rather promising and can be use
indication of the incorrect classification of the false rteges:  to aid the management of health insurance plans.
their cost before the risk analysis is much lower than the tru

positives. Currently we are evaluating several feature selectionestra

gies for reducing even further the number of procedures used
The Figure 6 shows the average cost of the beneficiarie® build the feature vectors.
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