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Abstract – This article provides definitions and principles of granular computing and discusses the generation and online
adaptation of rule-based models from data streams. Essential notions of interval analysis and fuzzy sets are addressed from the
granular computing point of view. The article also covers different types of aggregation operators which perform information
fusion by gathering large volumes of dissimilar information into a more compact form. We briefly summarize the main historical
landmarks of evolving intelligent systems leading to the state of the art. Evolving granular systems extend evolving intelligent
systems allowing data, variables and parameters to be granules (intervals and fuzzy sets). The aim of the evolution of granular
systems is to fit the information carried by data streams from time-varying processes into rule-based models and, at the same
time, provide granular approximation of functions and linguistic description of the system behavior.
Keywords – Granular computing, evolving intelligent systems, fuzzy systems, interval mathematics.

1. FOUNDATIONS OF GRANULAR COMPUTING

Theories and methodologies that make use of granules to solve problems featured by supplying huge amounts of data, in-
formation, and knowledge label a new area of multi-disciplinary study called Granular Computing [1–6]. Granular computing
as a paradigm of information processing spotlights multiple levels of data detailing to often provide useful abstractions and
approximate solutions to hard real-world problems [7–10].

Granular information systems have appeared under different names in related fields such as interval analysis, fuzzy and rough
sets, divide and conquer, quotient space theory, information fusion, and others (see [4]). Elementary processing units in granular
systems are referred to as information granules. An information granule is defined as a clump of entities that may originate
at the numeric (singular) or granular level and are arranged together due to their similarity, proximity, indistinguishability, or
coherency. The goal of a granule is to catch the very essence of the overall data in a concise and explainable manner [1] [9]; it
defines a subset of a universal set and conveys an internal representation. Granules may be interpreted from two points of view:
from the perspective of uncertainty theory, they are units lacking precise knowledge; from that of knowledge engineering, they
are units of elementary knowledge.

Granular computing is intended to identify manifestations of granules from moving back and forth among granularities to
yield more or less differentiation. Too much detail is wasteful whereas too little renders a system useless. In general, there is no
universal level of granularity of information: the size of granules is problem-oriented and user-dependent. Information granularity
is defined as the extent to which a larger and more complex system is broken down into smaller and simpler parts. We can quantify
the granularity of a granule, for example, by counting its number of elements. The more elements are located in a granule, the
lower is its granularity, and the higher is its generality [11]. High granularities can produce substantial computational overhead
for data storage. In excess, granularities and granules bring undesirable scalability issues such as incapacity to satisfy the required
throughput. The granularity of information that is explicitly inbuilt into granules provides useful features in information systems
modeling such as transparency and flexibility.

Let the result of data granulation be designated as a granular structure. A granular structure is a family of granules which,
when considered together, reassemble the more complex original system. Handling a complex phenomenon by means of granular
structures allows us to arrive at meaningful solutions. Based on some carefully chosen granularity, granular computing systems
attempt to solve a problem by isolating its loosely connected sub-problems and handling them on an individual basis.

Granules of multiple sizes are related to the depth of penetration that characterizes a system. A coarse granular structure
contains fewer number of granules compared to a fine granular structure. This can be stated more precisely as follows. A coarse
granular system regards a small amount of large granules usually characterized by low precision and high interpretability. A fine
granular system regards a large amount of small granules, high precision, and limited interpretation. Low-level refined granules
provide details about the system functionality. More abstract, high-level granules are easier to manage and interpret, but may
lose important minutiae.
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Input and output data sets generate input and output granular structures, respectively, which should be somehow connected.
We name the correspondence between input and output granular structures as granular mapping. A granular mapping is defined
over information granules lying in an input space and maps them into a collection of granules expressed in some output space.
Granular mappings can be encountered quite frequently in rule-based systems, where the mapping is given as If-Then statements
[7, 9].

In granular computing, everything, including data, variables and parameters, is allowed to be granular. In general, inaccurate
measurements and perception-based information are granular, for example: ‘x is small’, ‘approximately 90’, ‘temperature is
high’, ‘[20, 25]’, ‘probability is high’. In this sense, a granular system provides NL-capability [12], that is, capability to operate
on information described in Natural Language. NL-capability is important because much of human knowledge is described in
natural language. Imprecision of human sensory organs and brain is passed on to natural language [13]. More specifically, when
a proposition expressed in a natural language is represented as a system of generalized constraints [14], it is, in effect, a granular
system. Computation with information described in natural language ultimately reduces to computation with granular values.

Computing with granules brings together existing formalisms of interval analysis, fuzzy sets, rough sets, etc. under one roof.
In spite of several visible distinct underpinnings of these theories, they exhibit fundamental synergies, which are exploited in the
granular computing framework [3].

1.1 Interval Analysis

Interval analysis is a branch of mathematics that provides reliable numerical tools for problem solving; it treats an interval both
as a set and as a number [15–20]. While arithmetic performs operations on numbers, interval arithmetic performs operations on
intervals. Generally speaking, intervals are instances of granules. Granular computing materializes in the framework of interval
analysis and provides features for interpretability.

Interval analysis is a theory oriented toward computational implementation because it supports the development of interval-
based granular algorithms [21–23]. These algorithms are mainly designed to automatically provide rigorous bounds on appro-
ximation errors, rounding errors, and propagated uncertainties in initial data. This is of utmost importance because modeling of
complex systems must compromise complexity and precision. Operations involving imprecise objects must consider the nature
of the imprecision.

The main concern of the interval analysis is to provide a guaranteed approximation of the set of solutions of a problem.
‘Guaranteed’ in this context means that outer approximations (enclosure) of intervals can always be obtained and, moreover, be
made as precise as desired when further information yields intervals of narrower width. Intervals acknowledge limited precision
by associating with a variable of the model under investigation a set of reals as possible values. For ease of storage and fast
computation, these sets are restricted to intervals [24]. Essentials of interval theory, which form a background of fundamentals
for interval granular computing, are summarized next.

1.1.1 Interval Vectors

An interval I is a closed bounded set of real numbers

[l, L] = {x : l ≤ x ≤ L}, (1)

where l and L denote its endpoints. An n-dimensional interval vector is an ordered n-tuple of intervals (I1, ..., Ij , ..., In). If I is,
e.g., a two-dimensional interval vector, then I = (I1, I2) for some I1 = [l1, L1] and I2 = [l2, L2].

Set-theoretic operations of intersection, ∩, and union, ∪, are applicable to intervals. The intersection of two intervals, I1 and
I2, is empty, I1 ∩ I2 = ∅, if either l1 > L2 or L1 < l2. This indicates that I1 and I2 have no common points. Otherwise, the
intersection of I1 and I2 is again an interval:

I1 ∩ I2 = [max(l1, l2), min(L1, L2)]. (2)

The intersection of interval vectors is empty if the intersection of any of their items is empty. Otherwise, for I1 = (I1
1 , ..., I

1
j , ..., I

1
n)

and I2 = (I2
1 , ..., I2

j , ..., I2
n) we have:

I1 ∩ I2 = (I1
1 ∩ I2

1 , ..., I
1
j ∩ I2

j , ..., I
1
n ∩ I2

n). (3)

If two intervals have nonempty intersection, then their union,

I1 ∪ I2 = [min(l1, l2), max(L1, L2)], (4)

is an interval. Disconnected sets must not be expressed as a single interval.
The convex hull of two interval vectors, I1 and I2, namely ch(I1, I2), is the smallest interval vector containing all their

elements. Then,
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ch(I1
j , I

2
j ) = [min(l1j , l

2
j ), max(L1

j , L
2
j )], j = 1, ..., n. (5)

Hull computation is an efficient procedure to combine sets independently of their connection. It follows that I1∪I2 ⊆ ch(I1, I2)
for any I1 and I2.

If I1 = (I1
1 , ..., I

1
j , ..., I

1
n) and I2 = (I2

1 , ..., I
2
j , ..., I

2
n) are interval vectors, then

I1 ⊆ I2 if and only if I1
j ⊆ I2

j , j = 1, ..., n. (6)

We denote the width of an interval vector, namely wdt(I), as the length of its largest side:

wdt(I) = max(wdt(I1), ..., wdt(Ij), ..., wdt(In)), (7)

where,

wdt(Ij) = Lj − lj , j = 1, ..., n. (8)

Finally, it is worth defining the midpoint of an interval I:

mp(I) =
l + L

2
. (9)

Analogously, if I = (I1, ..., Ij , ..., In) is an interval vector, then:

mp(I) = (mp(I1), ...,mp(Ij), ...,mp(In)). (10)

1.1.2 Interval Arithmetic

Operations on real numbers can be extended to intervals. Interval arithmetic treats intervals as numbers: adding, subtracting,
multiplying, and dividing them.

The rules for interval addition and subtraction are:

I1 + I2 = [l1, L1] + [l2, L2] = [l1 + l2, L1 + L2], (11)
I1 − I2 = [l1, L1]− [l2, L2] = [l1 − L2, L1 − l2]. (12)

Operations of addition and subtraction for interval vectors are understood to be component-wise. For two interval vectors,
I1 = (I1

1 , ..., I
1
j , ..., I

1
n) and I2 = (I2

1 , ..., I
2
j , ..., I

2
n), we have

I1 + I2 = (I1
1 + I2

1 , ..., I
1
j + I2

j , ..., I
1
n + I2

n), (13)

I1 − I2 = (I1
1 − I2

1 , ..., I
1
j − I2

j , ..., I
1
n − I2

n). (14)

For the product of two independent intervals, I1 and I2, we get

I1I2 = {x1x2 : x1 ∈ I1, x2 ∈ I2}. (15)

Clearly, the result is again an interval, say I3, whose endpoints are

[l3, L3] = [min(l1l2, l1L2, L1l2, L1L2), max(l1l2, l1L2, L1l2, L1L2)]. (16)

The reciprocal of an interval I yields:

1/I = {1/x : x ∈ I}. (17)

If I is an interval not containing the number 0, then 1/I = [1/L, 1/l] if l > 0; or 1/I = [1/l, 1/L] if L < 0. In case I contains
0 so that l ≤ 0 ≤ L, then the set is unbounded and cannot be represented as an interval whose endpoints are real numbers. For
the quotient of two intervals, we have:
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I1/I2 = I1(1/I2) = {x1/x2 : x1 ∈ I1, x2 ∈ I2}. (18)

I1/I2 is again an interval if 0 is not contained in I2. I1 and I2 are independent.
The product and quotient operations for interval numbers hold for interval vectors. For two interval vectors, I1 = (I1

1 , ..., I
1
j , ..., I

1
n)

and I2 = (I2
1 , ..., I

2
j , ..., I

2
n), it follows that:

I1I2 = (I1
1I

2
1 , ..., I

1
j I

2
j , ..., I

1
nI

2
n), (19)

I1/I2 = (I1
1/I

2
1 , ..., I

1
j /I

2
j , ..., I

1
n/I

2
n). (20)

1.1.3 Distance Between Intervals

A metric to measure the distance between two intervals, I1 and I2, is:

d(I1, I2) = max(|l1 − l2|, |L1 − L2|). (21)

With this metric, the correspondence between the interval number system and the real number system, [x, x] ↔ x, holds [25].
The metric d(.) preserves the distance between the corresponding items. We have that

d([x1, x1], [x2, x2]) = max(|x1 − x2|, |x1 − x2|) = |x1 − x2| (22)

for any x1 and x2. The real line is isometrically embedded into the metric space of intervals [25].
The distance between two interval vectors, I1 = (I1

1 , ..., I
1
n) and I2 = (I2

1 , ..., I
2
n),

d(I1, I2) = (max(|l11 − l21|, |L1
1 − L2

1|), ..., max(|l1n − l2n|, |L1
n − L2

n|)), (23)

is an interval vector. Sometimes, we are more interested in a number to represent the overall distance between interval vectors.
A measure for the overall distance between two interval vectors, I1 and I2, is

D(I1, I2) = max(d(I1, I2)). (24)

1.1.4 Interval Functions

Consider a real-valued function f(x) and a corresponding interval-valued function f(I). f(I) is a united extension of f(x) if
f(I) = f(x) for any value of x ∈ I . If the parameters of f(I) are degenerated, then f(I) is a degenerated interval equal to f(x).
Formally, the image of an interval I under a real mapping f is

f(I) = {f(x) : x ∈ I}. (25)

The image of a specified n-dimensional vector I admitting a multivariable real function f is:

f(I1, ..., Ij , ..., In) = {f(x1, ..., xj , ..., xn) : xj ∈ Ij ∀j}. (26)

Generally, the image of an interval through f is not a box (see Fig. 1) and it may be difficult to obtain in closed form. In
practice, f(I) can be approximated by an inclusion function F (I), which is a box in the range of f if f is continuous.

An interval function F from IRn to IRm is called an interval inclusion function of f if

f(I) ⊆ F (I) ∀I ∈ IRn. (27)

Inclusion functions are not unique and they depend on how we choose F . An inclusion function is optimal if F (I) is the
interval hull of f(I). In other words, the optimal interval inclusion function for f(I) is the smallest box F ∗(I) that contains
f(I). Figure 1 illustrates the idea. F ∗(I) is unique.

In particular, for degenerated intervals I , it follows that:

F (I) = f(I) = F ∗(I). (28)
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Figura 1: Image f of box I and inclusion functions F and F ∗

Consider f monotonically increasing in I = [l, L]. Then, assuming continuity or upper semicontinuity of f , we can obtain
f(I) using:

f(I) = [f(l), f(L)]. (29)

Consequently,

f(x) ⊆ [f(l), f(L)] ∀x ∈ I. (30)

With monotonic decreasing functions, we order the resulting endpoints properly. In these cases f(I) = [f(L), f(l)], i.e. strict
inclusion relationship holds.

Nonmonotonic functions could be monotonic under endpoint constraint. For example, f(I) = sin(I) is not monotonic in
general but defining I = [−Π/2,Π/2], then f(I) is monotonic and f(I) = sin(I) = [sin(l), sin(L)].

An interval function f(I) is inclusion isotonic when for any interval vectors, I1 and I2,

if I1 ⊂ I2, then f(I1) ⊂ f(I2). (31)

Finite interval arithmetic [19] is inclusion isotonic. Let • denote the operations of addition, subtraction, multiplication and
division, thus

I1 • I2 ⊂ I3 • I4 (32)

holds whenever I1 ⊂ I3 and I2 ⊂ I4. Interval enclosures are inclusion isotonic interval extensions of real-valued continuous
functions.

An interval function f(I) ∈ IR is called ‘thin’ when it involves only degenerate interval parameters or, equivalently, singular
parameters. For instance,

f(I) = a0 +

n∑
j=1

ajIj (33)

is thin for (a0, ..., an) degenerated intervals. When an interval function involves at least one interval parameter of nonzero width,
it is called ‘thick’. Interval granular models may contain thin and thick interval functions.

Interval analysis goes far beyond what has been covered in this section. For instance, we do not address interval statistics [26],
intervals in fuzzy set theory [27], interval integration [25], complex interval arithmetic [28], but the essential concepts to support
the development of interval granular models.

1.2 From Interval Analysis to Fuzzy Set Theory

While interval analysis arose out of a need to analyze error and uncertainty on digital computers [18], fuzzy set theory arose
from a need of more complete and inclusive mathematical models of uncertainty [29]. Relationships between fuzzy set theory
and interval mathematics have been reported by Lodwick [30].

Fuzzy arithmetic [31] is defined by means of the extension principle for fuzzy sets [32] [29]. The extension principle for
fuzzy sets is the united extension in the interval analysis terminology when the fuzzy set is restricted to be an interval [30]. When
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intervals and fuzzy sets are non-interactive, arithmetic on alpha level sets is a united extension arithmetic. Both concepts are
related fundamentally through what is known as set functions [33].

From the point of view of intervals as sets, interval analysis can be considered as a subset of the fuzzy set theory. For instance,
an interval [l, L] is a trapezoidal fuzzy set [l, λ,Λ, L] where l = λ and Λ = L [34].

Fuzzy interval analysis [35] and interval type-2 fuzzy logic systems [36] [37] are explicit examples of joint efforts between
fuzzy set theory and interval analysis to overcome the difficulties of uncertainty modeling.

Interval analysis and fuzzy set theory are instances of practical frameworks used to represent granular information and cons-
truct granular mappings. Conceptually, intervals and fuzzy sets are different ways to model imprecise quantities and capture our
inherent notion of approximate numbers. ‘Above 100’ and ‘around 1.5 and 1.7’ are instances of intervals whereas ‘approximately
100’ and ‘around 1.6’ are instances of fuzzy sets.

A striking difference between intervals and fuzzy sets comes from the idea of partial membership intrinsic to fuzzy sets. Whe-
never interval quantification becomes too restrictive, fuzzy sets provide an important feature of describing information granules
whose constituting elements may belong only partially. Fuzzy sets prevent defining hard borders between full belongingness and
full exclusion by means of smooth transition boundaries. Granules formalized in the language of fuzzy sets support a vast array
of human-centric pursuits [11].

1.3 Fuzzy Sets

Fuzzy sets [29,32] constitute one of the most influential notions in science and engineering. A fuzzy set captures in a granular
way the essential in which much of physical phenomena is observed and described. Fuzzy information granulation underlies the
basic concepts of linguistic variables, fuzzy rules, and fuzzy rule base [11]. In fuzzy set theory, objects, variables and concepts are
a matter of degree. In particular, fuzzy information granulation allows both, incorporation of domain knowledge and knowledge
discovery from data.

Fuzzy sets extend the notion of set by assigning to each element of a reference set a value representing its degree of mem-
bership in the fuzzy set. Membership values correspond to the degree the element is similar with typical elements representing
the concept associated with the fuzzy set. This characteristic of fuzzy sets facilitates the management of the uncertainty carried
by such elements.

Concepts and definitions related to fuzzy sets which are useful for granular modeling and computing are summarized in the
next sections.

1.3.1 Fuzzy Set Definitions

Fuzzy sets are fully characterized by their membership functions. Any function A : X → [0, 1] may serve as a membership
function of fuzzy set A. Consider trapezoidal membership functions, which are piecewise linear functions described by four
parameters (l, λ,Λ, L). The membership degree of an element x in the trapezoidal fuzzy set A is

A(x) =


0, x < l
x−l
λ−l , x ∈ [l, λ[

1, x ∈ [λ,Λ]
L−x
L−Λ , x ∈ ]Λ, L]

0, x > L

(34)

A fuzzy set A is normal if it produces a membership degree equal to 1 for at least one element x of the universe X . Denote
sup as the supremum value of A for some element x; then A is normal if

supx∈XA(x) = 1. (35)

We denote support and core of a trapezoidal membership function A respectively as the set of elements of X with nonzero
membership degrees inA, and the set of elements ofX with membership degrees equal to 1, that is, for a trapezoidal membership
function A,

supp(A) = {x ∈ X|A(x) > 0} = [l, L], and (36)
core(A) = {x ∈ X|A(x) = 1} = [λ,Λ]. (37)

The α-cut of a fuzzy set A, Aα, is a set containing all elements of X whose membership degrees are greater than the value
α. We have

Aα = {x ∈ X|A(x) > α}. (38)
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Support (α = 0) and core (α = 1) are boundary cases of α-level sets.
A fuzzy set is convex if for all x1, x2 ∈ X and all κ ∈ [0, 1] it follows that

A(κx1 + (1− κ)x2) ≥ min(A(x1), A(x2)). (39)

A fuzzy set A1 is a subset of A2 if and only if every element of A1 is also an element of A2:

A1(x) ≤ A2(x), for all x ∈ X. (40)

The midpoint and width of a membership function A are, respectively:

mp(A) =
λ+ Λ

2
, (41)

wdt(A) = L− l. (42)

Intersection and union of two fuzzy sets, say A1 and A2, are defined as

(A1 ∩A2)(x) = min(A1(x), A2(x)) ∀x ∈ X, (43)
(A1 ∪A2)(x) = max(A1(x), A2(x)) ∀x ∈ X. (44)

The convex hull of two trapezoidal fuzzy sets A1 and A2 is a trapezoidal fuzzy set determined as follows:

ch(A1, A2) = (min(l1, l2),min(λ1, λ2),max(Λ1,Λ2),max(L1, L2)). (45)

1.3.2 Fuzzy Interval

Granular data may take various forms depending on how they are modeled. They can be intervals, probability distributions, rough
sets, fuzzy numbers, and fuzzy intervals [38]. Fuzzy intervals and fuzzy numbers are instances of fuzzy granular data. Fuzzy
data arise in the realm of expert knowledge, whenever measurements are inaccurate, variables are hard to be precisely quantified,
or pre-processing steps introduce uncertainty in numerical (singular) data.

A membership function A : X → [0, 1] is upper semi-continuous if the set {x ∈ X|A(x) > α} is closed, that is, if the α-cuts
of A are closed intervals. If the universe X is the set of real numbers and A is normal, A(x) = 1 ∀x ∈ [λ,Λ], then A is a model
of a fuzzy interval, with monotone increasing function φA: [l, λ[→ [0, 1], monotone decreasing function ιA: ]Λ, L] → [0, 1],
and zero otherwise. A fuzzy interval A has the following canonical form:

A(x) =


φA, x ∈ [l, λ[
1, x ∈ [λ,Λ]
ιA, x ∈ ]Λ, L]
0, otherwise

, (46)

where x is a real number in X . The fuzzy interval A satisfies the conditions of normality (A(x) = 1 for at least one x ∈ X) and
convexity (A(κx1 + (1− κ)x2) ≥min{A(x1), A(x2)}, x1, x2 ∈ X , κ ∈ [0, 1]). If

φA =
x− l
λ− l

and (47)

ιA =
L− x
L− Λ

, (48)

then the fuzzy membership function (46) reduces to the model of a trapezoidal membership function (34). Moreover, when
λ = Λ, then A(x) = 1 for one element x. In this case the corresponding fuzzy entity is called a fuzzy number [11]. Fuzzy data
generalize numeric data by allowing fuzziness.
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1.3.3 Similarity Between Fuzzy Sets

Consider granular data and models as fuzzy objects of trapezoidal nature. In this case, a useful similarity measure for trapezoids,
say A1 and A2, is:

S(A1, A2) = 1− |l
1 − l2|+ |λ1 − λ2|+ |Λ1 − Λ2|+ |L1 − L2|

4
. (49)

This measure translates the relation between the trapezoids in a number. It returns 1 for identical trapezoids (indicating the
maximum degree of matching between them) and decreases linearly when A1 and A2 withdraw from each other. Particularly,
equation (49) is a Hamming-like metric [39] where the parameters of the trapezoids are compared one by one. A thorough
discussion about similarity and compatibility measures can be found in [40].

The distance between two vectors of trapezoids, say A1 = (A1
1, ..., A

1
n) and A2 = (A2

1, ..., A
2
n),

S(A1, A2) = 1− 1

4n

n∑
j=1

(|l1j − l2j |+ |λ1
j − λ2

j |+ |Λ1
j − Λ2

j |+ |L1
j − L2

j |), (50)

is also a number, which quantifies their relationship.

1.4 Aggregation Operators

Aggregation operators C : [0, 1]n → [0, 1], n > 1 combine input values in the unit hypercube [0, 1]n into a single output
value in [0, 1]. They must satisfy two fundamental properties: (i) monotonicity in all arguments, i.e., given x1 = (x1

1, ..., x
1
n)

and x2 = (x2
1, ..., x

2
n), if x1

j ≤ x2
j ∀j then C(x1) ≤ C(x2); (ii) boundary conditions: C(0, 0, ..., 0) = 0 and C(1, 1, ..., 1) = 1.

Important classes of aggregation operators are summarized below. See [11] [41] for details.

1.4.1 T-norm Aggregation

T-norms (T ) are commutative, associative, and monotone operators on the unit hypercube whose boundary conditions are
T (α, α, ..., 0) = 0 and T (α, 1, ..., 1) = α, α ∈ [0, 1]. The neutral element of T-norms is e = 1. An example is the mini-
mum operator:

Tmin(x) = min
j=1,...,n

xj , (51)

which is the strongest T-norm because

T (x) ≤ Tmin(x) for any x ∈ [0, 1]n. (52)

The minimum is also idempotent, symmetric, and Lipschitz-continuous. Further examples of T-norms include the product,

Tprod(x) =

n∏
j=1

xj , (53)

and the Lukasiewicz T-norm,

TL(x) = max(0,

n∑
j=1

xj − (n− 1)). (54)

1.4.2 S-norm Aggregation

S-norms (S) are operators on the unit hypercube which are commutative, associative, and monotone. S(α, α, ..., 1) = 1 and
S(α, 0, ..., 0) = α are the boundary conditions of S-norms. It follows that e = 0 is the neutral element of S-norms.

S-norms are stronger than T-norms. The maximum operator:

Smax(x) = max
j=1,...,n

xj , (55)

is the weakest S-norm, that is,
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S(x) ≥ Smax(x) ≥ T (x), for any x ∈ [0, 1]n. (56)

Other examples of S-norms include the probabilistic sum,

Sprob(x) = 1−
n∏
j=1

(1− xj), (57)

and the Lukasiewicz S-norm,

SL(x) = min(1,

n∑
j=1

xj). (58)

The dual CD of an aggregation operator C is

CD(x1, ..., xn) = 1− C(1− x1, ..., 1− xn). (59)

Maximum and minimum, probabilistic sum and product, and Lukasiewicz S and T-norms are examples of self-dual aggregation
operators.

1.4.3 Uninorm Aggregation

Uninorms (U ) are bivariate, associative and symmetric operators closed under duality. Similarly as with T-norms and S-norms,
associativity allows n-ary extension of uninorms. Uninorms U : [0, 1]n → [0, 1] generalizes triangular norms by relaxing the
assumption about the neutral element e to get values in [0, 1]. Input values higher than e are interpreted as beneficial, a positive
evidence; input values lower than e are considered detrimental, a negative evidence. Naturally, when e is equal to 0 a uninorm
turns into an S-norm and when e = 1 the uninorm becomes a T-norm.

A commonly used family of uninorms is:

U(x) =


e T

(
x1

e , ...,
xn

e

)
if x ∈ [0, e]n

(e+ (1− e)) S
(
x1−e
1−e , ...,

xn−e
1−e

)
if x ∈ [e, 1]n

T (x1, ..., xn) otherwise,
(60)

where e 6= 0 and e 6= 1. Any pair of T and S norms may be used to construct a uninorm U independently of their properties or
duality.

1.4.4 Averaging Aggregation

An aggregation operator C is averaging if for every x ∈ [0, 1]n it is bounded by

Tmin(x) ≤ C(x) ≤ Smax(x). (61)

The basic rule is that the output value cannot be lower or higher than any input value. An example of averaging operator is the
arithmetic mean:

M(x) =
1

n

n∑
j=1

xj . (62)

Averaging operators are idempotent, strictly increasing, symmetric, homogeneous, and Lipschitz continuous.
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1.4.5 Compensatory T-S Aggregation

Compensatory T-S operators combine T-norms and S-norms to counterbalance their opposite effects. Contrary to uninorm
aggregation, T-S aggregation is uniform in the sense that it does not depend on parts of the underlying domain.

T-S operators use both a T-norm and a S-norm and averages the two values obtained by means of a weighted quasi-arithmetic
mean. The linear convex operator

L(x) = (1− v)T (x1, ..., xn) + vS(x1, ..., xn), (63)

where v ∈ [0, 1], is an example of T-S operator of the family of weighted quasi-arithmetic means. T-S operators need not to be
dual in terms of T and S. It follows that:

S(x) ≥ L(x) ≥ T (x), for any x ∈ [0, 1]n. (64)

2. EVOLVING GRANULAR SYSTEMS

Adaptability is of paramount importance for intelligent systems. As Darwin quoted [42], it is neither the strongest nor the
most intelligent that survives, but the most adaptable to change. Building adaptive models from large volumes of real-world data
streams requires developing non-conventional learning algorithms able to continuously track system and environment changes.
Rethinking traditional data mining and modeling techniques is primordial to support structural adaptation of information systems
based on sequences of data, possibly of uncertain (granular) nature.

Because data acquisition systems and small scale computing devices became mere components of complex systems, large
amounts of data have been produced uninterruptedly. Storage of large-scale data sets and offline processing are frequently
impractical, especially in online applications. In addition, data from different sources may be temporally and spatially related.
Online learning algorithms should capture the essential information in data streams and recursively translate it into structured
knowledge. The effectiveness of data stream-oriented learning algorithms is rooted in their aptitude to evolve models from
nonstationary data efficiently and quickly.

Learning system models from data streams in online mode is a challenging task for most statistical and computational in-
telligence methods. Adaptive - and naturally non-adaptive - learning methods face a number of drawbacks when dealing with
evolving data streams including: (i) difficulty in choosing the model structure since data sets and related information are not
available; (ii) forgetfulness when trying to acquire new information after concept changes; and (iii) limited transparency and
interpretability of the resulting model. In particular, there is a need for developing recursive learning methods that explore the
nature of data streams [43] and at the same time fulfill accuracy, transparency and interpretability requirements [44].

2.1 Evolving Intelligent Systems

Approaches to extract meaningful information from data streams have recently been developed [45–63]. Methods and algo-
rithms directed toward this end are known as Evolving Intelligent Systems. Evolving intelligent systems focus on nonstationary
processes and embody online learning methods and one-pass incremental algorithms that evolve or gradually change individual
models to guarantee life-long learning and self-organization of the system structure.

Evolving systems are a step toward a higher level of adaptability compared to conventional adaptive systems from control
theory [64], classical identification systems [65], and traditional data mining systems [66,67]. While the term ‘intelligent’ comes
from the use of fuzzy and neuro-fuzzy (computational intelligence) techniques, the evolving aspect of these systems accounts for
unbounded (infinite) amounts of data, changing concepts, and structural adaptation of models.

Formally stated, a system is said to be evolving if it: (i) learns continuously from data streams; (ii) does not store previous
samples; (iii) does not depend upon prior structural knowledge; (iv) self-adapts its structure when needed; (v) is independent of
statistical properties of data; and (vi) does not use ‘prototype’ initialization. Moreover, it is much desired that evolving systems
assimilate knowledge fast using small memory requirements to support real-time applications. Evolving systems must account
for the fact that the unknown is likely to matter.

In terms of implementation, evolving systems usually achieve their final purpose in software level, but they may be performed
in physical embodiments including intelligent agents, embedded systems, and ubiquitous computing [43].

2.1.1 Historical Landmarks

In the beginning of this century, two mainstreams of research in evolving intelligent systems were introduced: evolving fuzzy
systems [68] and evolving connectionist systems [69]. Their origins are independent of one another.

Evolving fuzzy systems (eFS) were proposed by Angelov [68], being evolving Takagi-Sugeno (eTS) fuzzy systems [70] a
milestone in the field of structurally adaptive rule-based systems. The eTS is an eFS paradigm for function approximation and
control that fulfils the requirements for flexible and adaptive approaches of a variety of modern applications such as automation
processes, autonomous systems, intelligent sensors, and defense. eTS assumes that the antecedent and consequent parameters
of functional fuzzy rules as well as the number of rules in a rule base can gradually change by learning from experience based
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on data streams. This characteristic provides eTS approaches with the fundamental ability to pursue online modeling of time-
varying nonstationary functions. Evolving fuzzy classifiers (eClass) [47] [71] are another approach derived from eFS when the
consequent part of fuzzy rules is a class label. In eClass the number of classes needs not be known in advance and new classes
can be incorporated at any time. eClass models were seminal to the field of evolving classifiers which possess the ability to
capture both concept drift and shift [72].

Evolving connectionist systems (eCOS) were proposed by Kasabov [53] [69]. eCOS are artificial neural networks that operate
continuously in time and adapt their structure and functionality through interaction with the environment and other systems. A
paradigm of eCOS is called evolving fuzzy neural network (EFuNN) [73], which is the earliest and perhaps most influential
model of eCOS. All neurons in EFuNN are created and updated during learning. They represent membership functions and rules.
Information carried by a data stream is memorized on neurons and connections, and further used for predictions. The EFuNN
structure evolves from hybrid (supervised and unsupervised) algorithms. Particularly, the fuzzy aspect of EFuNN permits the
neural network to be interpreted as a fuzzy rule-base. Other noteworthy approaches supporting the context of eCOS are evolving
self-organizing maps (eSOM) [74] and dynamic evolving neural-fuzzy inference systems (DENFIS) [75].

Common to both eFS and neurofuzzy eCOS are fuzzy sets, which are formed on a basis of numeric data through incremental
clustering. Clusters give rise to fuzzy membership functions that considered together convey a global view of the available data.
In evolving systems, fuzzy membership functions play a key role as the core of modeling approaches. They aim to represent
similar data in a concise manner. After cluster identification, a recursive algorithm is usually used to refine local parameters and
functions. In both platforms, eFS and neurofuzzy eCOS, expert knowledge can be incorporated.

From the granular computing point of view, eFS and great part of eCOS can be considered granular modeling frameworks.
Fuzzy sets, used to represent numeric data, are instances of granules whereas computations in eFS and eCOS are based on the
result of information granulation. However, in general, evolving intelligent systems cannot be regarded as evolving granular
systems in the greatest sense of the term because they do not deal with input and output granular data and quite often do not
produce granular estimation. In other words, evolving systems are granular systems internally, and singular systems externally.

Since the conception of evolving intelligent systems a diversity of studies suggesting extension of the original content has
taken place. Approaches regarding primarily computational intelligence principles and ideas follow the essential notions of the
original evolving intelligent systems. Conversely, there exist parallel research lines where structurally adaptive learning approa-
ches from data streams are mostly based on data mining and statistics. Such approaches are often not referred to as ‘evolving’;
however, the central idea of capturing gradual and abrupt changes in nonstationary data streams is the same independently of the
different terminologies. The next section reviews state-of-the-art works.

2.1.2 State of the Art

This section summarizes recent research related to learning methods capable of handling numeric data streams. We do not
intend to give an exhaustive review of the literature, but to overview works closely related to the concepts and ideas of granular
modeling.

The evolving participatory learning (ePL) approach [76,77] combines the concept of participatory learning [78] with evolving
Takagi-Sugeno fuzzy systems. The ePL approach is based on unsupervised clustering and therefore is a candidate to find rule
base structures in adaptive fuzzy modeling. ePL uses participatory learning fuzzy clustering instead of scattering or information
potential-based clustering used by eTS. At each time step, ePL updates the rule base structure using convex combinations of new
data samples and the closest cluster center. The parameters of the consequent part of a rule are adapted using a recursive least
squares algorithm.

The evolving multivariable Gaussian approach (eMG) [56] is an evolving functional fuzzy modeling approach which, diffe-
rently from eTS, uses an evolving Gaussian clustering algorithm based on the concept of participatory learning. The clustering
algorithm is one-pass and updates the eMG rule base continuously. Fuzzy sets in eMG are multivariable Gaussian membership
functions which are adopted to preserve information between input variable interactions. The parameters of the membership
functions, that is, cluster centers and dispersion matrices, are estimated by the clustering algorithm. A weighted recursive least
squares algorithm updates the parameters of the rule consequents. The eMG clustering algorithm is particularly robust to noisy
data and outliers through the use of a mechanism to smooth incompatible input data.

A data-driven incremental algorithm called flexible fuzzy inference system (FLEXFIS) [57] [79] was proposed to evolve
Takagi-Sugeno fuzzy systems. A modified version of vector quantization was suggested for rules evolution. The FLEXFIS
algorithm adapts linear functions of rules consequent and premise parameters (fuzzy membership functions) in online mode.
Clusters of data are automatically generated based on the nature, distribution and quality of new data. Convergence toward the
optimal parameter set in the least-squares sense has been achieved by the algorithm.

Self-organizing fuzzy modified least-square neural network (SOFMLS) [59] is a neurofuzzy network capable of adapting
itself in real-time to a changing environment. In SOFMLS, parametric and structural model adaptation is performed simultane-
ously. The neural network generates a new rule if the smallest distance between a new numeric data vector and rule parameters is
higher than a pre-specified radius. A density-based pruning procedure controls the network growth over time. SOFMLS does not
require retraining of the whole model and has proved to be able to escape from local minima and be stable to concept changes.

The fuzzy min-max neural network (GFMM) [51] is a generalization of the fuzzy min-max clustering and classification neural
networks [80]. It handles labeled and unlabeled data simultaneously in a single neural model. GFMM combines supervised
and unsupervised learning to give hybrid clustering and classification. The learning process places and adjusts hyperboxes
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(expansion-contraction paradigm) in the feature space in a few or one pass over data sets. GFMM is able to classify interval data
and can be viewed as an incremental granular classifier.

Learn++.NSE [81] is an ensemble of classifiers-based approach for time-varying data distribution modeling. Learn++.NSE
considers consecutive batches of data and makes no assumptions about the nature and rate of concept drift. The algorithm learns
incrementally, similar to other algorithms of the Learn++ family [82]. Learn++.NSE trains one new classifier for each batch of
data it receives and combines these classifiers using a dynamically weighted majority voting procedure. This procedure allows
the algorithm to recognize and react to changes in the underlying data distributions. Since data batches are discarded after use,
Learn++.NSE is suitable for online modeling of large volumes of data.

Very fast decision trees (VFDT) [83] is a method to discover knowledge in databases that builds decision trees using constant
memory space and constant time to process a sample. VFDT operates on high-volume data streams and gradually creates
branches and leaves if necessary. The approach uses Hoeffding bounds to guarantee that its output is asymptotically nearly
identical to that of a conventional batch learner. VFDT is designed for classification purpose.

The ultra fast forest of trees (UFFT) [84] is a one-pass incremental algorithm able to detect concept drift. Trees are split
according to new information appearing in a numeric data stream. In multi-class classification problems UFFT builds a binary
tree for each possible pair of classes, leading to a forest of trees. Decision nodes and leaves contain naive Bayes classifiers to
detect changes in class distribution and classify test examples. When changes in class distributions are detected, sub-trees rooted
at representative nodes are pruned.

Differently from VFDT and UFFT, evolving fuzzy linear regression trees (eFRT) [55] convey a linear regression model in
each leaf. Thus, eFRT can be used for function approximation and prediction. In general, the number of tree nodes and the
number of inputs can be changed given a new sample. The tree starts with a single leaf and grows replacing leaves with sub-trees
and adding more variables to the regression model. The eFRT topology is updated on the fly using a statistical model selection
test that considers accuracy and number of parameters to provide accurate and parsimonious trees.

Massive Online Analysis (MOA) [85] is a software environment for learning from evolving data streams. MOA supports
incremental classification and clustering approaches that do not scale with the volume of information. For classification, MOA
considers boosting, bagging, and Hoeffding trees with and without naive Bayes classifiers at the leaves. For clustering, it
implements the algorithms StreamKM++, CluStream, ClusTree, Den-Stream, D-Stream, and CobWeb. The aim of MOA is
to provide analysis tools and insight about real-world data stream mining problems. MOA can interact with the software WEKA,
the Waikato Environment for Knowledge Analysis [67].

2.2 Granular Data Streams

Physical systems change over time and usually produce considerable amounts of nonstationary data. Data streams in online
environment can be granular from different perspectives. A more intuitive perspective concerns data that are granular by them-
selves. To elaborate, consider a simple example of predicting variable y from the last available observation x. This leads us to
search for an approximand p to describe the process function f based on pairs (x, y). Here, instances x and y are singular (real
numbers), and function f is single-valued. Singular data do not restrain models to be singular but rather a granular system may
use granular models whose size and placement reflect the information carried by singular data. A hypothesis is that granular
representation helps to assess the structure of detailed singular data and organizes the data into a more interpretable format.

Consider x = [x, x] and y = [y, y] as instances of a granular data stream, intervals in this case. To exemplify, x and x may
denote the minimum and maximum price of an economical index during a day, and y and y the range of fluctuation of the price
in the next day. In this example, data are originally granular, and models [p, p] must be granular to support granular data. Figure
2 illustrates the granular modeling approach for function approximation.

Figura 2: Granular models: (a) single-valued function, (b) granular function

Figures 2(a) and 2(b) show that granular models outer approximate single-valued and granular functions, respectively. Outer
approximations of functions can always be obtained, e.g., at the top level, the coarsest possible granular approximation is the
problem domain. Although merely enclosing a solution may sound at first shallower than finding the solution itself, we should
reflect that the degree of satisfaction involved in embracing a solution depends strongly on the width of the enclosure obtained

47



Learning and Nonlinear Models - Journal of the Brazilian Society on Computational Intelligence (SBIC), Vol. 14, Iss. 2, pp. 36-54, 2016

c© Brazilian Computational Intelligence Society

[16]. Moreover, when processing stream data, we rarely have an idea about the error range and uncertainty associated with the
data. On the contrary, if we can compute with granules containing a solution, then we can take for example the midpoint as a
numeric approximation. Hence, we obtain both an approximate numeric solution and tolerance bounds on the approximation.
The key task of approximating functions with granules is seeking for the tightest envelope for the approximand.

Another perspective for the materialization of granules in data streams is concerned with the uncertainty introduced during
preprocessing steps. Incomplete data makes precise discrimination of examples difficult. Missing values are usually predicted
through imputation methods [86] where the imputed data is uncertain by the very nature of the prediction and motivates granules.
In privacy-preserving data mining, uncertainty may be added to the data in order to preserve the privacy of the results [87].
Additionally, noise and disturbances of bounded-error dynamic context also demand information granulation.

Granular data may arise when measurements are inaccurate or variables are hard to be quantified. For example, in sensor
streams imprecision arises from inaccuracies in the underlying data acquisition equipment. Often, data are purely numerical, but
the process which generated the data is uncertain. In these cases, uncertainty in data representation may be useful to improve the
quality of the results. For example, an instance with greater uncertainty may not be as important as one with smaller uncertainty.

Sometimes, stream data are derived from expert knowledge. Granular computing provides a general framework to represent
real-world perception in natural language [34] [38]. Various considerations can affect one’s choice of data representation. Fore-
most among these is what Zadeh calls cointention [13], the ability of the representing object to convey the meaning of the concept
it is being used to represent [88].

In a nutshell, stream data can be intervals, probability distributions, rough sets, and fuzzy intervals [38]. We define granular
data streams as a sequence of samples that conveys granular information about a process. Evolving granular models are built
from granular data streams. Interval and fuzzy granular data streams generalize numeric data streams by allowing interval
representation and fuzziness.

2.3 Evolving Granular Modeling

Nonstationary granular system modeling encompasses adaptive and flexible learning procedures to deal with many types of
data such as numbers, intervals, and fuzzy intervals. Granular computing provides a rich framework for modeling nonstationary
systems using granular data streams.

Evolving granular modeling [53, 54] [70] [89–95] comes not only as an approach to capture the essence of stream data but
also as a framework to extrapolate spatio-temporal correlations from lower-level raw data and provide a more abstract human-
like representation of them. Research effort into granular computing toward online environment-related tasks is supported by
a manifold of relevant applications such as financial, health care, video and image processing, GPS navigation, click stream
analysis, online information security, process control, etc.

Our definition of evolving granular system is as follows: evolving granular systems are systems that are able to derive inter-
pretable rule-based models and provide granular function approximation using an incremental learning algorithm and imprecise
stream data (with imprecise data being numbers, intervals, fuzzy intervals, etc.) Association rules given in the form of If-Then
statements can be extracted from an evolving granular construct at any time. The evolved rule base means, in essence, a granular
description of a process.

In practice, evolving granular systems extend evolving intelligent systems in their capability to handle singular and granular
input-output data, and give single-valued and granular approximations of original single-valued or granular functions. Granu-
lar approximation comes with a linguistic description in addition to a numeric, pointwise approximation typical of evolving
intelligent systems.

Evolving granular systems rely fundamentally on the concepts of granular view, information granule, and granular mapping
in the process of modeling stream data. Emphasis is on the tasks of data granulation and computing with granules [10] [96] [97].
The granularity of information explicitly embedded into granular systems offers valuable features in dynamic modeling such as
transparency and flexibility. Naturally, we are concerned with a certain way of compressing granular data into more intelligible
granular models.

Granular data streams are responsible for creation, expansion and shrinkage of granular models along one or more dimensions
of the input and output spaces, guide parameter adaptation, and order the most appropriate granularities. Concept change,
missing and noisy values, superfluous and outlier samples are common in online environments and require automatic intervention.
Whenever a sample arrives, evolving algorithms should decide whether to discard it or to use it to update the current knowledge.
Evolving granular learning algorithms designed to handle online granular data face odd challenges concerning the value of the
current knowledge, which reduces as the concept changes; and the impossibility to neither store nor retrieve the data once read.
Learning must be one-pass. Constructive (bottom-up) and decomposition-based (top-down) mechanisms predominate.

2.4 Time and Space Granulation

Data granulation may be performed in time and space domains. Approaches to building granules regard temporal granulation
earlier than spatial granulation, as illustrated in Fig. 3. This order of granulation is maintained due to several reasons. Occasio-
nally, samples are recorded at different time intervals, e.g., as in events stream. The need for synchronized analysis of manifold
data streams and search for time-correlated structures give support to the possibility of considering temporal granulation first.
Temporal granulation tends to slow down the data flow once several streaming instances can be wrapped by a granular object and
further computations be based on granules. Time granules grant synchronism and smaller amount of granular data for subsequent
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spatial analysis. Spatial correlation uniting heterogeneous data with multiple levels of granularity and different representations
(intervals, fuzzy sets, rough sets, etc.) is captured during the process of spatial granulation. Structured representation of data is
preserved over time as a synopsis of the data stream; it warrants structured problem solving at the practical level.

Figura 3: Time and space granulation

The flexibility of handling data streams using a granular computing framework enables us to describe granules in different
application domains without deep knowledge about the problem. Tight time and memory constraints of online environment and
interpretability requirements inspire granulated views of detailed data and computing at coarser granularities.

2.4.1 Time Domain Granulation

Time granulation aims at both reducing the sampling rate of fast data streams and synchronizing concurrent data streams that are
input at random time intervals. A time granule describes the data for a certain time period.

Whenever the bounds of a time granule are aligned with significant shifts in the target function, the underlying granula-
tion provides a good abstraction of the data. Conversely, if the alignment is poor, models may be inadequate [98]. Manifold
granularities require temporal reasoning and respective formalizations. Time granules and time windows are distinguished as
follows.

Time window [99] [100] stands for a pre-specified or adaptive duration interval within which data samples assemble a re-
presentation. Generally, a fixed number of samplings or an error value defines the size of the window. Windowing the time
domain attempts to produce as few segments as possible to avoid data overfitting. Few time segments may hide information
if the concept changes. Nonstationarity modifies “ideal” window lengths by its own dynamic. Approaches to testing window
lengths are computationally costly and, hence, infeasible in environments with narrow time constraints. Essentially, there may
exist several information granules in a time window. Data chunk analysis belongs to window-based approaches for information
extraction and analysis.

A time granule groups data according to their indistinguishability in time. Since a time granule conveys similar data indexed
in time, its bounds are naturally aligned with substantial changes in the function. The result of dynamic time granulation is a
unique granule per segment. Time granules assume manifold levels of data abstraction and are aware of the pace of concept
changes.

Event streams are examples of streams that usually come about at different time granularities. They require analysis of
time-domain granules for commonalities extraction prior to space-domain analysis. Broadly stated, information evoked from
time granules can be bounds of intervals, probability distributions or membership functions, and features such as frequency and
correlation between events, patterns, prototypes. The internal structure of a granule and its associated variables provide full
description and characterization of the granule.

Whenever manifold data streams mismatch each other at finer time granularities we resort to a granulated view of the time
domain and a data mining and modeling approach. The resulting granulation should be at least as coarse as the coarsest individual
stream to agree with the notion of outer approximation of functions and guaranteed solution.

2.4.2 Space Domain Granulation

Data granulation over the space domain is a process of organization for comprehension [1]. Granulation enables us to view
different samples as being the same if low level details are neglected. Granulating the domain space is fundamental in methods
of clustering and information integration [98] [101]. Resulting granules may compose antecedent and consequent parts of rules
in rule-based systems [43] [102].
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Whenever variables are recorded simultaneously and the sampling frequency is not so high that we have enough time to step
recursive algorithms, the time granulation stage can be ignored and efforts fully concentrated on spatial granulation. In fact, time
and space granulation are somewhat related. For instance, (i) with the minimal and maximal values occurring in a time granule
we may form an interval granular object; (ii) taking a representative mean or median of instances resting into a time granule and
a confidence interval around it we may form a statistical granular object; (iii) capturing the core and the uncertainty of instances
falling in a same time granule may give rise to a fuzzy granular object. Granular objects of any precedence may be taken into
consideration as input to the stage of spatial granulation.

The location and size of a granule play a role in the process of granulation. Original stream data are compressed to a few
granules whose location and granularity reflect the structure of the data. There are many granulated views of the same problem.
When evolving granular structures, granules are created as instances of the current knowledge. Next, granules may expand
and occupy the space wherever new instances arrive. Operations on granules combine granules to form a coarser granule or
decompose a granule into finer granules. Operations on granules should be consistent with the size of the granules and relations
between granules; they provide the basic ingredients for the granular computing.

While concept drift and shift are terms related to the joint time-space domain [72], the descriptions of data density, data clouds
and information specificity [103] [104–106] concern the space domain and are options to guide spatial granulation. Bargiela and
Pedrycz [1] state that granules should encompass as many data as possible while maintaining certain specificity in what they
called principle of the maximization of the information density. The principle of the balanced information granularity [1] gives
preference to the design of granules balanced along all dimensions rather than granules with unbalanced geometry. In particular,
hyperbox-based spatial granulation provides descriptions fully compatible with the descriptions of intervals and fuzzy sets. With
intervals and fuzzy sets, the pursuit of a balanced granularity and refining and coarsening of granules are reduced to operations
on bounds of intervals and parameters of fuzzy membership functions.

3. SUMMARY

This article has addressed principles and definitions of granular computing that are useful for the development of interval and
fuzzy rule-based models. We argued that information granulation plays a primary role both in handling data of uncertain nature
and in representing concepts described in natural language. We emphasized interval and fuzzy granular computing frameworks
- with intervals and fuzzy sets being instances of information granules. When processing granular data we are in fact handling a
significant number of similar individual elements at the same time and therefore ignoring details. Aggregation operators which
are pertinent for information fusion within granular computing environment were also covered.

Evolving granular systems combine granular computing and evolving intelligent systems concepts into a single framework.
We argued that it is sometimes unnecessary or inefficient to discriminate numeric data precisely. Moreover, we discussed that
systems are better supported by a granular framework to suit uncertain, granular stream data. Numeric data is a particular case
in which a granule degenerates into a singleton. The necessity of building models in finer granularities, close to the singularity,
is justified only when there are clear benefits on doing so. This article presented the historical landmarks and the state of the art
of the research in evolving granular systems and discussed adaptive rule-based modeling from granular data streams.
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