
Learning and Nonlinear Models (L&NLM) – Journal of the Brazilian Neural Network Society, Vol. 9, Iss.3, pp. 202-212, 2011. 

  © Sociedade Brasileira de Redes Neurais (SBRN) 

 

202 

 

An Overview on the Use of Neural Networks for Data 
Mining Tasks 

Nelson F. F. Ebecken, D.Sc., nelson@ntt.ufrj.br COPPE/Federal University of Rio de Janeiro 

Keywords: Neurocomputing, Neural Classifiers, Self-Organizing Maps, Nonlinear Classifiers, Time Series 
Data Mining 

Abstract 

This overview provides comments in the main aspects related to some of the most common neural network 
models in use today for data mining tasks. Despite of the different possibilities of learning paradigm, 
network architecture, network connectivity and learning algorithm the focus is concentrated in multilayer 
feed-forward networks with back propagation learning, radial basis function network and self organizing 
map network. The search for the more efficient models, the extraction of the hidden knowledge and the 
data mining application characteristics are examined.    

Introduction 

Neural networks have been successfully applied to solve data mining problems in several domains. An 
artificial neural network

1
, often just called a neural network (NN), is a mathematical model or computational 

model inspired on biological neural networks, in other words, it is a simplified mathematical model from 
biological neuron model. It consists of an interconnected group of artificial neurons and processes 
information using a connectionist approach to computation. In most cases a NN is an adaptive system that 
changes its structure based on external or internal information that flows through the network during the 
learning phase. In practical terms neural networks are non-linear statistical data modeling tools. They can 
be used to model complex relationships between inputs and outputs or to find patterns in data. Like most 
statistical models neural networks are capable of performing three major tasks: regression, classification 
and clustering. The performance of neural networks is measured by how well they can predict data not 
used during training. This is known as generalization. This issue of generalization is actually one of the 
major concerns when training neural networks. It is known as the tendency to overfit the training data 
accompanied by the difficulty in predicting new data. Cross-validation is a technique for assessing how the 
results of a statistical analysis will generalize to an independent data set

2
. It is mainly used in settings 

where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in 
practice. 

The solution usually needs simultaneously train several network architectures and compute predictions 
from each. This may require significant computing times, but will automatically train and test a large 
number of different types of networks. In many cases an ensemble of models is necessary and voting 
approaches are often adopted: those that adaptively change the distribution of the training set based on the 
performance of previous models (as in boosting methods) and those that do not (as in Bagging)

3,4
. Using 

neural networks as a tool, data miners are extracting information and building predictive models from 
datasets.  In this sense NN may achieve high accuracy, but the knowledge acquired by such neural 
networks is usually incomprehensible for humans. This fact can be a major obstacle in data mining 
applications, in which human-interpretable patterns describing the data, like symbolic rules or other forms 
of knowledge structure are important

5
. 

There are numerous publications that discuss neural networks and data mining30,.38. Generally they deal 

with particular aspects and specific applications. This paper intends to cover the following subjects:  
- Which neural network models are commonly employed in the practice of data mining and  should be 
known by data miners ?  
- Which tools are most widely used commercially and academically and  what resources are provided ? 
- What needs to be improved in the current tools to meet the needs of data miners in practice ?  
 

Multilayer perceptron  

From 1958, when Rosenblatt introduced the Perceptron, to today, there has been a never-ending 
development of theoretical studies and applications of artificial neural systems. The perceptron is the 
simplest form of neural network and is used for the classification of a special type of patterns: linearly 
separable ones. The perceptron consists of a single neuron with adjustable synaptic weights and bias 
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(threshold), and it can be shown that if the patterns (vectors) used to train the perceptron are drawn from 
linearly separable classes, then the perceptron algorithm converges. The proof of convergence of the 
algorithm is known as the perceptron convergence theorem. One of the most important events in the field 
of NN was the introduction of the Multi-Layer Perceptron (MLP) structure  in 1986, which was able to 
perform hard nonlinear mappings. 

MLPs represent the most commonly used and extensively studied class of NNs in classification, 
implementing a feedforward, supervised and hetero-associative paradigm

1
. MLPs consist of different layers 

where the information flows only from one layer to the next. Layers between the input and output layer are 
called hidden layers. The input units play no active role in processing the information flow because they 
simply distribute the signals to the units of the first hidden layer. All hidden units work in an similar way, and 
the output units are simpler versions of the hidden units. In an MLP, each hidden unit transforms the 
signals from the former layer to one output signal, which is distributed to the next layer. Each hidden unit 
has an activation function, which is generally nonlinear. The activation function is in general a sigmoid or 
tanh function and is the same for all hidden units. The output of a hidden unit is determined by the weighted 
sum of the signals from the former layer. Figure 1 gives an example of a MLP with one layer topology. 

                                                                                         Inputs         Neurons              Output 

 

 

Figure 1: Architecture of a MLP with one layer. 

MLPs and many other neural networks learn using an algorithm called backpropagation. With 
backpropagation, the input data are repeatedly presented to the neural network. With each presentation, 
the output of the neural network is compared to the desired output and an error is computed. This error is 
then fed back (backpropagated) to the neural network and used to adjust the weights such that the error 
decreases with each iteration and the neural model gets closer and closer to producing the desired output. 
This process is known as “training”. 

After selected the training data set, the following sequence of steps are performed: 

1) Present the network with an input-target (output) pair. 
2) Compute the predictions of the network for the targets. 
3) Use the error function to calculate the difference between the predictions (output) of the network and the 

target values. 
4) Continue with steps 1 and 2 until all input-target pairs have been presented to the network. 
5) Use the training algorithm to adjust the weights of the networks so that it gives better predictions for 

each input-target pair.  

The above steps correspond to one training epoch. The number of epochs needed to train a neural 
network model is not known, but can be obtained as part of the training process. 

6) Repeat steps 1 to 5 again for a number of training epochs until the network starts producing sufficiently 
accurate outputs (according a specified tolerance). 

Steps 1 through 5 constitute one training epoch. A typical neural network training process needs hundreds 
of epochs. 
 
Neural networks are highly nonlinear tools that are usually trained using iterative techniques. The most 
commonly recommended techniques for training neural networks are the BFGS and Scaled Conjugate 

Learning Paradigm:  Supervised Learning 

Architecture: Feed-forward 

Connectivity: Multi-layer 

Learning Algorithm: Back-propagation 
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Gradient algorithms
6
. These methods perform significantly better than the more traditional algorithms such 

as Gradient Descent, but they are, generally speaking, more memory-intensive and computationally 
demanding. Nonetheless, these techniques may require a smaller number of iterations to train a neural 
network given their fast convergence rates and more intelligent search criteria. 
 
The problem of lengthy training time can be overcome either by devising faster learning algorithms or by 
implementing the existing algorithms on parallel computing architectures. The improvement of learning 
algorithms is an active area of research, and an improved algorithm can be further sped up by parallel 
implementation. 
 
The performance of neural networks is greatly affected by their design, yet the question of finding optimal 
designs remains open and inspires a considerable amount of research. Most recent studies have focused 
on developing automatic algorithms for neural network configurations. 
 
The choice of which network architecture to employ is an important decision that can dramatically alter the 
results of the analysis. A variety of strategies are used to select the network architecture. The features of 
network architecture that are most commonly optimized are the number of hidden layers and the number of 
nodes in the hidden layer. Many of these approaches use a prediction error fitness measure, such that they 
select an architecture based on its generalization to new observations, while others use the classification 
error or training error. The starting point is a very small network, and several parameters are optimized to 
obtain an appropriate architecture for each data set; these include the number of hidden layers, the number 
of nodes in the hidden layers, and the fraction of the previous change in a weight that is added to the next 
change (called the learning momentum). This trial-and-error approach, using some empirical rules obtained 
from experience, is the most commonly used approach for architecture optimization. The genetic algorithm 
theory can also be used to optimize neural networks automatically, but may result in a computationally 
expensive solution. 
 
Multilayer perceptrons adjust their internal parameters by performing vector mappings from the input to the 
output space. Although they may achieve high accuracy, the knowledge acquired by such neural networks 
is usually incomprehensible to humans. This is a major obstacle in data mining applications, in which 
ultimately understandable patterns (e.g., classification rules) are important. Therefore, many algorithms 
have been developed for extracting rules from neural networks. 
 
Neural networks (NNs) learn by adjusting their connection weights, which somehow reflect the statistical 
properties of the data. Thus, the knowledge acquired by an NN is codified in its connection weights, which 
in turn are associated to both its architecture and activation functions

7
. In this context, the process of 

decoding knowledge from NNs usually implies the use of algorithms based on the values of either the 
connection weights or the hidden unit activations. The algorithms designed to perform such tasks are 
generally called algorithms for rule extraction from neural networks. The task of rule extraction from NNs is 
a computationally difficult problem

8
, and heuristics have been developed to overcome its combinatorial 

complexity
9
. A clustering algorithm is employed for rule extraction from MLPs. The method is based on the 

hidden unit activation values and consists of two main steps. 
 
First, clustering is employed to find clusters of hidden unit activation values. Then, these clusters are 
translated into logical rules.  Andrews et al.

7
 suggested a classification scheme for rule extraction 

algorithms. The proposed scheme is based on four aspects: (i) the form and quality of the extracted rules; 
(ii) the necessity of specific neural network training algorithms; (iii) the complexity of the rule extraction 
algorithm; and (iv) the translucency of the neural network. According to this scheme, the method provides 
propositional rules of the form “If y Then x,” and does not require any specific MLP training algorithms. 
 
This method can be additionally applied, for example, to classification problems involving discrete and 
continuous attributes. The complexity of the rule extraction algorithm is based on the clustering strategy 
employed. As far as the translucency of the NN is concerned, there are three approaches: 
decompositional, pedagogical and eclectic. Decompositional approaches involve rule extraction at the level 
of hidden and output units, which are mapped in a binary form. Pedagogical approaches try to map inputs 
directly to outputs using machine-learning techniques. When hidden unit activation expressions are 
employed to get classification rules by means of a clustering algorithm the approach can be classified as 
eclectic because it is based on both decompositional and pedagogical approaches. 
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Radial Basis Function Network 

Radial basis function (RBF) networks emerged as a variant of artificial neural networks in the late 1980’s, 
and they are effective computational tools that have attracted great interest in the areas of systems 
modeling and data mining. The main advantages of RBF networks are the simplicity of their structure and 
the speed of their learning algorithms. 

RBF networks are commonly trained following a hybrid procedure that operates in two stages, where the 
center locations (hidden nodes) are computed first and the connection weights are calculated in the second 
stage. 

Radial functions are simply a class of functions. In principle, they could be employed in any sort of linear or 
nonlinear models, and any sort of single-layer or multilayer networks. However RBF networks have 
traditionally been associated with radial functions in a single-layer network such as that shown in Figure 2. 

 

 

Figure 2: Architecture of a radial basis function network. 

 

The methods used to train radial basis function networks are fundamentally different from those employed 
for MLPs. This mainly is due to the nature of the RBF networks, with their hidden neurons (basis functions) 
forming a Gaussian mixture model that estimates the probability density of the input data

6
. For RBF 

networks with linear activation functions, the training process involves two stages. In the first part, we fix 
the location and radial spread of the basis functions using the input data (no targets are considered at this 
stage). In the second stage, we fix the weights connecting the radial functions to the output neurons. When 
the output activation function is the identity, this second stage of training involves a simple matrix inversion. 
Thus, it is exact and does not require an iterative process. In summary, the most popular training technique 
is based on a two-stage approach, using k-means clustering to determine the center locations, while the 
weights of the output layer are trained by a single-shot process using pseudo-inverse matrices. 

The linear training, however, is only valid when the error function is sum-of-squares and the output 
activation functions are the identity. In the case of cross-entropy error functions and output activation 
functions other then the identity, an iterative algorithm such as BFGS is necessary to fix the hidden-output 
layer weights in order to complete the training of the RBF neural network. 

Besides the k-means-based approach, a variety of algorithms have been suggested to determine the 
configuration of RBF networks automatically, including the orthogonal least squares algorithm

10
, 

constructive methods
11

 (in which the network is incrementally built), pruning methods
12

 (in which a large 
number of centers is reduced as the algorithm proceeds) and optimization methods based on genetic 
algorithms

13
. 

The users are almost entirely excluded from the RBF network configuration process when applying these 
automatic algorithms, which reduce the user’s workload but also restrict process manipulation. Usually, the 
user sets the parameters before algorithm execution and repeats the entire process if the results are 
inadequate. 

Nonlinear system identification via artificial neural networks consists of adjusting the network in such a way 
that it approximately describes the input-output mapping of the system. In its complete form, network 

Learning Paradigm:  Hybrid Learning 

Architecture: Feed-forward 

Connectivity: RBF 

Learning Algorithm: Clustering and 

Least Square Learning 
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induction involves both parametric and structural learning
1
. The two tasks can be seen as optimization 

problems, and as such, they may present problems with multiple local minima, non-differentiability and 
discontinuities. 

As a result, the idea of applying genetic algorithms (GA) to the problem of complete network acquisition 
comes naturally. In summary, an RBF network involves the following adjustable parameters: (1)  the 
number m of RBFs units in the hidden layer; (2)  the positions of the RBF centers; (3) the widths of 
the RBFs; (4) the output weights. 

There are several possible ways to use a GA to configure a RBF network. A straightforward approach is to 
fix a topology and use the GA as an optimization tool to compute all the free parameters. This has been 
done for time-series forecasting

14
. In Mak

15
, the number of hidden neurons was also fixed, and the GA 

optimized only the locations of the centers.  The widths of the centers and output weights were computed 
by the k-nearest neighbor heuristic and the singular value decomposition, respectively. Whitehead and 
Choate

16
 also fixed the number of centers and evolved their locations and widths, but using a completely 

different — and interesting— approach: instead of encoding a network in each individual, they combined 
the entire set of chromosomes to constitute a RBF network, each one being a center. 

The most common and most promising approach is to use a GA to set the network’s topology and centers’ 
locations and widths, while using an algebraic or gradient-descent method to compute the weights in the 
output layer are computed by This approach was adopted by several authors. Naturally, there are many 
differences between them: for example, in Whitehead and Choate

17
, an indirect representation is used; the 

locations of the centers are governed by space-filling curves whose parameters evolve genetically. Another 
example is the work of Maillard and Gueriot

18
, in which the basis functions are not only restricted to 

Gaussians but also subjected to evolution. 

It is possible to interpret the hidden layer configuration of a RBF network as a subset selection problem. 
Given a fixed set of candidate RBFs, one can compare different network configurations, each with a subset 
of the original population as its hidden units. For real-world applications, finding the best possible subset is 
often an intractable task. Therefore, it is necessary to consider heuristic procedures to explore this search 
space rationally. One idea is to start with an empty hidden layer, to which new RBF networks are 
successively added. The choice of which function to select can be made based on a simple criterion: 
choose the one that reduces some error measure the most, e.g., the sum of square errors (SSE). 

Among the approaches for dealing with the latter problem, two algorithms stand out for different reasons. 
The orthogonal least squares algorithm (OLS)

19
 is extremely computationally efficient, but tends to 

generate suboptimal solutions. On the other hand, genetic algorithms (GAs) usually produce excellent 
solutions for the topological definition of RBF networks, but the associated computational cost is excessive. 
It is better to adopt a hybrid algorithm that assimilates the qualities of both of these approaches. The 
genetic orthogonal least squares algorithm (GOLS)

19
 is capable of generating solutions that are 

substantially better than those produced by the OLS method, without incurring in the computational cost of 
the standard GA. 

It is also possible to implement an approach, based on a visual technique called Star Coordinates
20

, that 
allows the user to be involved in the RBF network configuration process via interactive visualization. The 
Star Coordinates technique renders a visual RBF network design from the algorithmic results and allows 
the user to participate interactively in the design evaluation and refining. The proposed technique may be 
useful for academic and business areas, although it is expected to inspire greater interest among students, 
educators and researchers once they have the appropriate knowledge to enable wider and more efficient 
utilization of the available resources. 

Jang and Sun
21

 have shown that radial basis function RBF networks and a simplified class of fuzzy 
systems are functionally equivalent under some mild conditions. This functional equivalence has made it 
possible to combine the features of these two systems, which have been developed into powerful 
“neurofuzzy” systems

22
. However, a fuzzy system that has been trained using learning algorithms may lose 

its interpretability or transparency, which is one of the most important features of fuzzy systems. The 
extraction of interpretable fuzzy rules from trained RBF networks may be possible by the application of 
regularization techniques. 

 

Self-Organizing Map 

The Kohonen Self-Organizing Map (SOM) network
23

 is probably the best-known of the unsupervised neural 
network methods, and it has been used in a wide variety of applications. The main function of SOM 
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networks is to map the input data from an n-dimensional space to a lower dimensional plot while 
maintaining the original topological relations (Figure 3). 

 

 

                                                Inputs 

Figure 3: Architecture of a SOM network. 

 

SOM networks can be used for clustering, classification, visualization and modeling. In particular, their 
visualization capabilities are useful for providing informative pictures of the data space and exploring data 
vectors or whole data sets. The versatile properties of SOM networks make them valuable tools in data 
mining and knowledge discovery, and they have been successfully applied in a variety of areas. 

A basic SOM network is composed of an input layer and a Kohonen layer. The input layer contains neurons 
for each element in the input vector. The Kohonen layer is formed by neurons that are located on a regular, 
usually two-dimensional grid and are fully connected to those at the input layer. The neurons in the map 
are connected to adjacent ones by a neighborhood relationship dictating the topological structure of the 
neurons. The whole process is driven by repeated representations of the input vectors and the applied 
learning rule. The process begins with all network weights initialized to a small random value. Training 
proceeds by repeated exposure of the network to the entire set of input vectors. The Kohonen layer 
computes the distances between the weight vector for each of the neurons and the input pattern. The 
neuron that is closest (minimum distance) to the input vector in terms of some measure is the ‘‘winner’’. 
When an input vector is presented to the network, the neurons in the map compete with each other to be 
the winner, which is the closest to the input vector in terms of some kind of dissimilarity measure. 
Thereafter, similar input vectors are grouped into a single neuron or neighboring ones in the map when 
learning is accomplished. 

Despite the large number of research reports on the use of self-organizing maps, some significant 
difficulties remain. The determination of a suitable number of neurons requires some insight into the 
structure of the data. This cannot be assumed in all cases, and it might be helpful if the neural network 
could determine this number itself during its learning process. 

SOMs have great powers of visualization, but they cannot provide a full explanation of their structure and 
composition without further detailed analysis. One step towards filling this gap is provided by the unified 
distance matrix or U-matrix technique of Ultsch

24
. The U-matrix technique calculates the weighted sum of 

all Euclidean distances between the weight vectors for all output neurons. The resulting values can be used 
to interpret the clusters created by the SOM. 

In terms of the interpretability of a trained SOM, it is not easy to read and interpret the structure and the 
characteristics learned during the training process from the map display without extensive manual 
interaction. While the map is able to learn the distinctions between various clusters, the exact extent of the 
clusters as well as their characteristics cannot be identified from the standard SOM representation. This 
problem has led to the development of a number of enhanced visualization techniques supporting the 
interpretation of the self-organizing map. However, while these enhanced visualization techniques may 
provide assistance in identifying the cluster structure and cluster boundaries on manual inspection, they still 
do not provide any information about the characteristics of the clusters. Thus, it still remains a tedious task 
to label the map manually, or to determine the features that are characteristic of a particular cluster. Given 
the mapping of an unknown data set onto a self-organizing map, even with the visualization of clear cluster 
boundaries it remains a nontrivial task to elicit the features that are the most relevant and determining for a 

Learning Paradigm:  Unsupervised 

Learning 

Architecture: Recurrent 

Connectivity: Self Organized Maps 

Learning Algorithm: Kohonen 
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group of input data to form a cluster of its own. It is also difficult to determine which features the clusters 
share and which features distinguish them from other clusters.  

It is necessary to develop a method that automatically labels a self-organizing map based on the features 
learned during the training process. To achieve this, every unit of the map is labeled with the features that 
best characterize all data points mapped onto that particular unit. This is accomplished by using a 
combination of the quantization error of every feature and the relative importance of each feature in the 
weight vector of the unit. 

 

Data Mining Applications 

Data mining consists of the algorithms employed for extracting patterns from data. In general, data mining 
tasks can be classified into two categories: descriptive and predictive. The descriptive techniques provide a 
summary of the data and characterize its general properties. The predictive techniques learn from the 
current data to make predictions about the behavior of new data sets. The most common tasks in data 
mining are association rule mining, classification, regression and cluster analysis. The last 3 tasks are in 
many cases performed with very high performance using neural network models, such that NNs have 
become an obligatory approach in the most commonly used data mining systems and database 
management systems today. The focus of this survey was on MLP, RBF and SOM networks. Many other 
types of neural networks could be also described. Bayesian networks are at least worth mentioning. 

A Bayesian network (BN) is a directed acyclic graph in which the nodes represent the variables and the 
arcs represent causal relationships among the variables they connect. The conditional probability table 
gives the strengths of such relationships. The variables that are not connected by an arc can be considered 
as having no direct causal influence. Bayesian networks and Bayesian classifiers are usually employed in 
data mining tasks, mainly because they may deal with incomplete data sets straightforwardly, can learn 
causal relationships, may combine prior knowledge with patterns learnt from data and can help to avoid 
overfitting.  

The learning of a Bayesian network from data has become a highly active research topic in the last 
decade

25
, and there are two main classes of methods to perform this task: methods based on heuristic 

searching
26

 and methods based on the definition of conditional independence (CI)
27

 to generate the 
network structure. There are also methods that combine these two strategies

28
. In a process of BN learning 

from data, the variables of the BN represent the dataset attributes. When using algorithms based on a 
heuristic search, the initial order of the dataset attributes may be considered an important issue. Some of 
these algorithms depend on this ordering to determine the direction of the arcs such that only an earlier 
attribute (in an ordered list) is a possible parent of a later one. On the other hand, conditional independence 
methods try to find the directions of the arcs without the need to order the attributes. However, even the CI 
methods can be improved when the ordering is known. Today, it is also recognized that the relationships 
extracted from complex network theory generate valuable knowledge to add to our understanding of 
interdisciplinary activities.  

There is a wide variety of commercial tools available as complete systems, along with countless others 
currently under development. These tools range in scope from small-scale systems developed for particular 
problem domains to general-purpose systems that can be used for almost any data mining problem. There 
is great variance in terms of cost, platform independence, requirements and visualization facilities. 

Nowadays, data mining tools are fully developed, very powerful and ready to be used. Data Mining finds 
applications in many areas. These areas can be grouped according to their objectives as follows:  

• Data Mining for Competitive Intelligence: New Product Ideas, Retail Marketing and Sales Pattern, 
Competitive Decisions, Future Trends and Competitive Opportunities, etc. 

• Data Mining on Finance: Consumer Credit Policy, Portfolio Management, Bankruptcy Prediction, 
Foreign Exchange Forecasting, Derivatives Pricing, Risk Management, Price Prediction, 
Forecasting Macroeconomic Data, Time Series Modeling, etc. 

• Scientific Models from Data: Applications of Data Mining in Science, Engineering, Medicine, Global 
Climate Change Modeling, Bioinformatics, Ecological Modeling, etc. 

• Data Mining on Government: Detection and Prevention of Fraud and Money Laundering, Criminal 
Patterns, Health Care Transactions, Counterterrorism, etc. 
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Many reasons can be listed for the wide range kind of applic
including the following: 

1. High Accuracy: Neural networks are able to approximate complex non

2. Noise Tolerance: Neural networks are very flexible with respect to incomplete, missing and noisy 

3. Independence from prior assumptions: 
distribution of the data, or the form of interactions between variables.

4. Ease of maintenance and exporting: Neural networks can be updated with fres
useful for dynamic environments. 

5. Neural networks can be implemented in parallel hardware

Although neural networks do seem to be able to solve many problems, it is important to 
their limitations and problem character
mistakes. 

The evolution of data mining algorithms is 
Machine learning is traditionally a key component of artificial intelligence
for learning and adaptation utilized in neural network models. Soft computing and hybrid algorithms 
combine neural, fuzzy and evolutionary approaches to computational intelligence; recent developments 
include artificial immune systems and quantum computing. Hybrid methods significantly contribute to the 
robustness of intelligent technologies and 
field where neural networks have clearly demonstrated their adva
techniques. Neural networks have been successful in solving difficult signal processing and pattern 
recognition problems.  

Nowadays a wide variety of data mining platforms are available. Some are very specialized, some can be 
used for development purposes, and several are complete data mining suites. 
are complete tools or environments that
classification, clustering, and visualization.
and provides the necessary data with acceptable accuracy and is able to perform all 
data mining project. Low costs and database integration are also desirable (Microsoft SQL Server, Oracle 
Data Mining). In Figure 4, some data mining suites are classified according to the MLP, RBF and SOM 
neural network availability. The preference for those models is quite evident
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the wide range kind of applications encountered in data mining practice

1. High Accuracy: Neural networks are able to approximate complex non-linear mappings.

2. Noise Tolerance: Neural networks are very flexible with respect to incomplete, missing and noisy 

3. Independence from prior assumptions: neural networks do not make a priori assumption
distribution of the data, or the form of interactions between variables. 

4. Ease of maintenance and exporting: Neural networks can be updated with fresh data, making them 

5. Neural networks can be implemented in parallel hardware. 

Although neural networks do seem to be able to solve many problems, it is important to 
and problem characteristics. Overconfidence in neural networks can result in costly 

The evolution of data mining algorithms is closely connected to the development of other particular areas. 
Machine learning is traditionally a key component of artificial intelligence, and it provides innovative ideas 
for learning and adaptation utilized in neural network models. Soft computing and hybrid algorithms 
combine neural, fuzzy and evolutionary approaches to computational intelligence; recent developments 

mmune systems and quantum computing. Hybrid methods significantly contribute to the 
robustness of intelligent technologies and have many applications. Intelligent signal processing is a major 
field where neural networks have clearly demonstrated their advantages over traditional statistical 
techniques. Neural networks have been successful in solving difficult signal processing and pattern 

Nowadays a wide variety of data mining platforms are available. Some are very specialized, some can be 
used for development purposes, and several are complete data mining suites. Data mining 
are complete tools or environments that support the entire data mining process, including data preparation, 
classification, clustering, and visualization. In general, the user looks for the tool suite that is easy to use 
and provides the necessary data with acceptable accuracy and is able to perform all the common tasks in a 
data mining project. Low costs and database integration are also desirable (Microsoft SQL Server, Oracle 
Data Mining). In Figure 4, some data mining suites are classified according to the MLP, RBF and SOM 

The preference for those models is quite evident. 

Figure 4: Data Mining Suites
29 
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Nowadays a wide variety of data mining platforms are available. Some are very specialized, some can be 
ining software suites 

he entire data mining process, including data preparation, 
In general, the user looks for the tool suite that is easy to use 

the common tasks in a 
data mining project. Low costs and database integration are also desirable (Microsoft SQL Server, Oracle 
Data Mining). In Figure 4, some data mining suites are classified according to the MLP, RBF and SOM 
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Finally, it must be stressed that 70-90 percent of the time required to perform a data mining project is spent 
in data preparation for modeling, for the following reasons: 

• Data in commercial databases are collected from transactional systems to serve querying and 
reporting purposes, not analytical purposes.  

• Data in commercial databases are rather dirty; i.e., databases often contain inappropriate data, 
improperly input data, etc. 

• Most data mining algorithms require clean and complete data records as input. Missing data in 
some fields, outliers, etc. can invalidate the method. 

 

Neural networks are powerful tools for improving data preparation tasks. A good data mining suite will 
provide tools for performing all of these operations. Some data mining suites are better than others in this 
aspect, which may be crucial for the success of a project.  

 

Conclusion 

It is impossible to comprehensively cover all the developments in the neural network field and all activities 
leading to real world applications of data mining

39,.43
. MLP, RBF and SOM networks are wide-range tools 

that represent a significant advance in data modeling. They have efficient learning and knowledge-
generating algorithms that can be optimized and easily exported as functions to represent complex 
phenomena. 

It is recognized that the success of data mining lies in its predictive analytics, and neural networks are one 
of the most important approaches to this problem. This trend began in the business intelligence world but 
has now invaded all scientific activities and become completely pervasive. Because most information held 
within business and science today is in unstructured format, the integration of NN data mining and text 
mining complete this dissemination. 
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