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Abstract — This work presents a new evolutionary morphological-réingar approach in order to adjust time phase dis-
tortions in financial time series forecasting, overcoming tandom walk dilemma. The proposed approach, referred to a
Evolutionary Morphological-Rank-Linear Forecasting (RMF) method, consists of an intelligent hybrid model congzbsf a
Morphological-Rank-Linear (MRL) filter combined with a Mifieéd Genetic Algorithm (MGA), which performs an evolutiaga
search for the minimum number of relevant time lags capabefime tuned characterization of the time series, as welbas f
the initial (sub-optimal) parameters of the MRL filter. Eaetlividual of the MGA population is improved using the Leb&tan
Squares (LMS) algorithm to further adjust the parameteth@®fMRL filter, supplied by the MGA. After built the predictio
model, the proposed method performs a behavioral statiséist with a phase fix procedure to adjust time phase distsrthat
can appear in the modeling of financial time series. An expenial analysis is conducted with the proposed method wsiog
real world stock market time series according to a group dbpeance metrics and the results are compared to both DMykr
Perceptron (MLP) networks and a more advanced, previonslgduced, Time-delay Added Evolutionary ForecastingEFA
method.

Keywords: Morphological-Rank-Linear Filters, Genetic Algorithnistelligent Hybrid Models, Financial Time Series Fore-
casting, Time Phase Distortions, Random Walk Dilemma.

1 INTRODUCTION

Financial time series forecasting is considered a ratlfécwlt problem, due to the many complex features frequeprtsent
in time series, such as irregularities, volatility, treraasl noise. For such, a widely number of linear and nonlintsistical
models have been proposed in order to predict future temgeo€ financial phenomena based on present and past hidtoric
data [1]. Approaches based on Atrtificial Neural Networks (#€) have been successfully proposed for nonlinear modefing
time series in the last two decades [2]. In this context, tahibtelligent approaches have produced interesting re§3i.

However, a dilemma arises from all these models regardiagdial time series, known as random walk dilemma, where the
predictions generated by such models show a characteististep delay regarding original time series data. Thisdiehhas
been seen as a dilemma regarding the financial time seriessgggation, where it has been posed that the series foltandom
walk like model and cannot, therefore, be predicted [4].

In this context, this work presents an evolutionary morphaal-rank-linearapproach in order to adjust time phasedions
in financial time series forecasting, overcoming the ranaatk dilemma. The proposed Evolutionary MorphologicakkRa
Linear Forecasting (EMRLF) method is inspired on Takensttb® [5] and consists of an intelligent hybrid model composie
a Morphological-Rank-Linear (MRL) [6] with a Modified Geme®lgorithm (MGA) [2], which searches for the particulami
lags capable to optimally characterize the time series atighates the initial (sub-optimal) parameters of the MRIefil Then,
each individual of the MGA population is improved by the Lielkean Squares (LMS) algorithm to further adjust the MRL
filter parameters supplied by the MGA. After model trainittle EMRLF method chooses the most fitted forecasting model, a
performs a behavioral statistical test [3] in the attem@dfust time phase distortions observed in financial timieser

An experimental analysis is conducted with the proposedhatktising two real world stock market time series, employing
five well-known performance metrics to assess the perfocemahthe method. The results achieved by the EMRLF method hav
shown a much better performance when compared to MultiLBgeceptron (MLP) networks, and a better performance when
compared to a previous hybrid model, named the Time-delaleAdEvolutionary Forecasting (TAEF) method [3].

2 FUNDAMENTALS
2.1 The Time Series Prediction Problem

Atime series is an observation sequence of a given variabléiine period. This variable is observed in discrete oriooous
time points, usually time equidistant. The analysis of taiaporal behavior evolves the process or phenomenon gésorihat
generates such observation sequence. A time series caffitxeodzs,

X,={z, eR|t=1,2,...,N}, (1)
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wheret is the temporal index and¥ is the number of observationX; will be seen as a set of temporal observations of a given
phenomenon, orderly sequenced and equally spaced.

The aim of predictive techniques applied to a time seKes$s to provide a mechanism that allows, with a certain acgyrac
the prediction of the future values &f;, given by X;,«, &k = 1,2, ..., wherek represents the prediction horizonlo$tep ahead.
Nevertheless, in order to provide proper prediction panfimce, the most relevant factor to guarantee predictiomracy is the
correct choice of the time lags for representing a given serées [3].

2.2 Morphological-Rank-Linear (MRL) Filter

The MRL filter [6] is a linear combination between a Morphdtzad-Rank (MR) filter [7] and a linear Finite Impulse Respens
(FIR) filter [6].

Letz = (z1,2,...,2,) € R™ represent the input signal inside arpoint moving window and ley be the output from the
filter. Then, the MRL filter is defined as the shift-invariaps®em whose local signal transformation rule- y is given by [6]

y=2Aa+(1-N)p, (2)
with
a=Rr(z+a)=Re(r1+a,x2+az,..., 2, + an), )
and
ﬁ: Q-bllebl-i-mgbg—f—...—f—l'nbn, (4)
where) € R, g andb € R™. Termsa = (a1, as,...,a,) andb = (by,bq,...,b,) represent the coefficients of the MR filter

and the coefficients of the linear FIR filter, respectivelgria is usually referred to “structuring element” becauserfer 1 or
r = n the rank filter becomes the morphological dilation and emobiy a structuring function equal tbe within its support [6].

2.3 Morphological-Rank-Linear (MRL) Filter Adaptive Desi gn

Pessoa and Maragos [6] have shown that the main goal of thefM®Lis to specify a set of parameters §, r, \) according
to some design requirements. However, instead of usingrttegiér rank parameter directly in the MRL filter definition
equations (2-4), they argued that it is possible to work &ithal variable implicitly defined through the following rescaling [6]

r = round <n — Ll) , (5)
cxp(—p)
wherep € R, n is the dimension of the input signal vectomside the moving window and roufigl denotes the usual symmet-
rical rounding operation. In this way, the weight vector toused in the filter design task is defined by [6]

w = (a,b,p,\). (6)

The framework of the MRL filter adaptive design is viewed asahing process where the filter parameters are iteratively
adjusted. The usual approach to adaptively adjust the vectand therefore design the filter, is to define a cost funcfign),
estimate its gradier¥ .J(w), and update the vectar by the iterative formula

w(i+1) =w(i) — uVJ(w), (7

wherepy > 0 (usually called step size) ande {1,2,...}. The termy is responsible for regulating the tradeoff between
stability and speed of convergence of the iterative prosediihe iteration of Equation 7 starts with an initial gueg®) and
stops when some desired condition is reached. This appre&adown as the method of gradient steepest descent [6].

The cost functior/ must reflect the solution quality achieved by the parameinfiguration of the system. A cost function
J, for example, can be any error function, such as

: 1 2
Tl =7 > k), ®)
k=i—M+1
whereM € {1,2,...} is amemory parameter ardk) is the instantaneous error, given by
e(k) = d(k) —y(k), (9)

whered(k) andy(k) are the desired output signal and the actual filter outpuhitraining samplé, respectively. The memory
parametefl/ controls the smoothness of the updating process.
Hence, the resulting adaptation algorithm is given by [6]

w(i+1) = w(i)—i—% > eQ(k)ay—(k), (10)
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whereu = 2p0 andi € {1,2,...}. From Equations (2), (3), (4) and (6), te@g%) [6] may be calculated as

9y _ (9 oy oy By
ow <ag’ az_)’ap’ax) (11)
with
dy | Oa
da " 0a’ (12)
oy
5_1_7 = (1 - )\)L (13)
dy | Oa
o op’ (14)
oy
BN (a—DB), (15)
where p) Q ((er 1) )
o al) —xz—a
9 ‘T 0@l —z-a) 1 (16)
Oa 1 .
?p*l*EQ((a'l)*ifg)'l, (17)

wheren is the dimension of anda = R, (z + a).
3 THE PROPOSED METHOD

The proposed Evolutionary Morphological-Rank-Linear deasting (EMRLF) method consists of an intelligent hybrid
model, which uses a Modified Genetic Algorithm (MGA) [2] tojast the initial MRL filter parameters and then it uses the
LMS algorithm to further improve the parameters suppliedh® MGA. The advantage of those models is that not only they
have linear and nonlinear components, but are quite &tteadtie to their simpler computational complexity when cangg to
other approaches such the model introduced by FerreiranfBbther linear and nonlinear statistical models [1].

The EMRLF method is based on the definition of the two main eleis necessary for building an accurate forecasting
system according to Ferreira [3]: (a) the minimum numbeliroEtlags adequate for representing the time series, andi€b) t
model structure capable of representing such underlyiiegrimation for the purpose of prediction. It is important timsider the
minimum number of time lags because the larger the numbeigsf khe larger the cost associated with the model training.

Following this principle, the EMRLF model uses the MGA [2]adjust the MRL filter and the LMS algorithm [6] to train it.
The purpose of using the MGA [2] is to identify the followingportant parameters: (1) the minimum number of time lags and
their corresponding specific positions to represent the 8aries (initially, a maximum number of lagh/ @2 Lags) is defined
and then the MGA can choose any value in the intefvalf ax: Lags] for each individual of the population), and (2) the initial
(sub-optimal) parameters of the MRL filter (mixing paramé€?g, the rank ), the linear Finite Impulse Response (FIR) filter
(b) and the Morphological-Rank (MR) filter] coefficients). The LMS algorithm [6] is then used to trairckeandividual of
the MGA population, since it has proved to be effective inegfieg up the training process while limiting its computatb
complexity.

The idea used here is to conjugate a local search method (kdvksylobal search method (MGA). While the MGA makes
possible the testing of varied solutions in different arefathe solution space, the LMS acts on the initial solutioptoduce a
fine-tuned model.

The algorithm starts with the definition of the MGA and MRLdilfpre-determined parameters. Initially, a populatiowulit
individuals is generated. Each individual represents a MiRbr, where the input of the MRL filtera(), as defined by selected
time lags, represents the time series and the output of thie fier (y) represents the prediction horizon (in this case of one
step ahead). At each MGA generation, all individuals of th@A/population are trained by the LMS algorithm for a period of
E epochs.

In order to provide a more robust forecasting model, a naljective fithess function is used, resulting from a comtiima
of five well-known performance measures, which is given by:

POCID

Fitness = 4 qF T MAPE + NMSE + ARV (18)

After model training (the end of EMRLF method’s iterationis)e proposed method uses the phase fix procedure introduced
by Ferreira et al. [3] in the TAEF method, to adjust time phdisgortions observed (“out-of-phase” matching) in finanhci
time series. Ferreira et al. [3] have shown that the reptaien of some time series (natural phenomena) were deseélbp
the model with a very close approximation between the aetndlthe predicted values of the series (referred to as “as@h
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matching), whereas the predictions of others (mostly firstime series) were always presented with a one step delgarding
the original data (referred to as “out-of-phase” matching)

The EMRLF method uses the statistical test (t-test) to cliettie MRL model has reached an in-phase or out-of-phase
matching by conducting a comparison between the outputheoptedictive model and the actual series, making use of the
validation data set. This comparison is a simple hypothesis where the null hypothesis is that the prediction ampoads to
in-phase matching and the alternative hypothesis is tleapthdiction does not correspond to in-phase matchinggspands
to out-of-phase matching). If this test accepts the in-phmatching hypothesis, the elected model is ready for malatise.
Otherwise, the EMRLF method performs a two step proceduaéjst the relative phase between the prediction and thealact
time series: (i) the validation patterns are presentedddARL filter and the outputs are re-arranged to create newt pgiterns
(reconstructed patterns), and (ii) the reconstructecpatare presented the same MRL filter and the output is shedmal
predictive response. This procedure considers that the &L does not behave like a random walk, but it shows a paculi
behavior approximated to a random walk: the 1 prediction is taken as thevalue (the random walk dilemma). If the MRL
filter were a random walk model, the phase adjustment praoeeglould not be capable of correcting the time phase.

The termination conditions for the MGA are [8]: i) The Maximwnumber of epochs, ii) The increase in the validation data
error or generalization los€{) beyond5%, and iii) The decrease in the training data er®t)(below 1076,

Each individual of the MGA population is an MRL filter. The imatluals are represented by chromosomes that have the
following genes (MRL filter parameters): ¢ MR filter coefficients, ii)b: linear FIR filter coefficients, iiiy: variable used to
determine the rank, iv) A: mixing parameter, and \ijg: a vector having sizé/ax Lags, where each position has a real-valued
codification, which is used to determine whether a specifie tiag will be usedi.g; > 0) or not (ag; < 0).

4 SIMULATIONS AND EXPERIMENTAL RESULTS

A set of two financial time series was used as a test bed fouatrah of the EMRLF method: Petrobras Company Stock
Prices and Yahoo Inc Stock Prices. All series investigateteyvmormalized to lie within the rande, 1] and divided into three
sets according to Prechelt [8]: training set (first 50% offibants), validation set (second 25% of the points) and tetsftkird
25% of the points).

The MGA parameters used were the maximum number of GA geaesatcorresponding ta03, the crossover weight
(w = 0.9), the mutation probabilityy(,.; = 0.1), the maximum number of lag9{axLags = 10), the maximum number of
LMS training epochsk = 10?), the MR filter coefficients and the linear FIR filter coeffitie (@ andb, respectively), normalized
in the rangd—0.5, 0.5], and the parametepsandp, normalized in the rang®, 1] and[— MaxLags, M ax Lags], respectively.

The simulation experiments involving the EMRLF model weonducted with and without the phase fix procedure [3],
referred to as EMRLF out-of-phase model and EMRLF in-phagdet respectively. These two procedures (in-phase and out
of-phase) were used to study the possible performance iraprent, in terms of fitness function, of the phase fix procedur
applied to EMRLF model. For each time series, a number of tedettraining repetitions were executed and the instantte wi
the largest validation fitness function is chosen to reprietbe predictive model.

In order to establish a performance study, results prelyiqusblished in the literature with the TAEF Method [3] on the
same series and under the same conditions are employednfiacizon of results. In addition, experiments with Multjiea
Perceptron (MLP) networks were used for comparison withBRRRLF method. In all experiments, ten random initializago
for each model (MLP) were carried out, and the experimertt tie largest validation fithess function was chosen to ssmie
the predictive model. The Levenberg-Marquardt Algorittdhwas employed for training the MLP network. For all the ssyi
the best initialization was elected as the model to be bedtka statistical behavioral test for phase fix was also egpb all
the MLP models in order to guarantee a fair comparison betwee=models.

4.1 The Petrobras Company Stock Prices Series

The Petrobras Company Stock Prices series corresponds dailly records of the Petrobras Company from May 02th 2005
to March 16th 2009, constituting a database of 1000 points.

For the prediction of the Petrobras Company Stock Pricassséwith one step ahead of prediction horizon), the progose
method automatically chose the la&y$ and6 as the relevant lags for the series representation, defiegrhrameters = 0.5321
andX = 0.0011 and classified the model as “out-of-phase” matching. Tatsledivs the results (with respect to the test set) for
all the performance measures for the MLP, TAEF and EMRLF rsode

Figure 1(a) shows the actual Petrobras Company Stock Rridess (solid line) and the predicted values generated éy th
EMRLF model (dashed line) for the last 20 points of the test se

4.2 The Yahoo Inc Stock Prices Series

The Yahoo Inc Stock Prices series corresponds to the daityrds of the Yahoo Inc from March 28th 2005 to March 16th
2009, constituting a database of 1000 points.

For the prediction of the Yahoo Inc Stock Prices series (wite step ahead of prediction horizon), the proposed method
automatically chose the lagsand9 as the relevant lags for the series representation, defireegarameters = 0.5360 and
A = 0.0019 and classified the model as “out-of-phase” matching. Taldkdvs the results (with respect to the test set) for all
the performance measures for the MLP, TAEF and EMRLF models.
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Table 1: Results for the Petrobras Company Stock Pricessseri
MLP TAEF EMRLF
In-Phase | Out-Of-Phasg In-Phase| Out-Of-Phaseg In-Phase | Out-Of-Phase
MSE | 6.6053e-4| 5.6281e-4 | 6.2716e-4| 1.1916e-4 | 5.4687e-4| 7.5012e-7
MAPE | 3.6130e-2| 3.4104e-2 | 3.5429e-2| 1.2451e-2 | 3.3463e-2| 1.2638e-3

NMSE 1.2133 1.0373 1.1561 0.2188 1.0074 1.3758e-3
ARV | 1.9703e-2| 1.6832e-2 | 1.8756e-2| 3.5543e-3 | 1.6355e-2| 2.2375e-5
POCID 51.01 51.21 51.00 92.78 51.01 97.18

Fitness| 22.4734 24.5165 23.0674 75.1301 24.7890 96.9219

Table 2: Results for the Yahoo Inc Stock Prices series.
MLP TAEF EMRLF

In-Phase | Out-Of-Phase In-Phase| Out-Of-Phasg In-Phase | Out-Of-Phase
MSE | 4.2254e-4| 4.1062e-4 | 5.6927e-4| 1.4742e-4 | 4.1062e-4| 5.5631e-7

MAPE 0.1703 0.1690e-2 0.1836 0.1097 0.1404 4.3174e-3
NMSE 1.2157 1.1809 1.3968 0.3596 1.0109 1.3646e-3
ARV | 1.2800e-2| 1.2740e-2 | 1.7662e-2| 4.5684e-3 | 1.2740e-2| 1.7239%e-5

POCID 41.76 41.77 41.57 97.02 41.76 97.02

Fitness| 17.4056 19.0232 15.9969 65.8202 19.2936 96.4701

Figure 1(b) shows the actual Yahoo Inc Stock Prices valudil(kne) and the predicted values generated by the EMRLF
model (dashed line) for the last 20 points of the test set.

EMRLF In-Phase EMRLF In-Phase

Petrobras

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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Figure 1: Prediction results for the analyzed financial theges (test set): actual values (solid line) and predicaiges (dashed
line).

In general, all predictive models generated by the EMRLFelsaown, using the phase fix procedure, forecasting perfarena
much better than the MLP model and TAEF model. The EMRLF nettlvas able to adjust the time phase distortions in all
analyzed time series (the prediction generated by the Bphase matching hypothesis is not delayed with respebitotiginal
data), while the MLP model was not able to adjust the time ph@kis corroborates with the assumptions made by Feri&ira [
where it is discussed that the success of the phase fix prozstatrongly dependent on an accurate adjustment of thokcpive
model parameters and on the model itself used for fore@astin

5 CONCLUSION

A new evolutionary morphological-rank-linear approactsyaesented in order to adjust time phase distortions in diaan
time series forecasting, overcoming the random walk dilemithe experimental results used five different metrics fodeh
evaluation, Mean Square Error (MSE), Mean Absolute PeaggnError (MAPE), Normalized Mean Square Error (NMSE),
Prediction Of Change In Direction (POCID) and Average RedaVariance (ARV), demonstrating a consistent much better
performance of the proposed model when compared to the MLdehamd TAEF model [3] for two real world time series from
the financial market with all their dependence on exogenndsiacontrollable variables (Petrobras Company StocleBind
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Yahoo Inc Stock Prices).

This five different metrics were used into a multi-objecevapirical fithess function in order to improve the descapif the
time series phenomenon as better as possible. It was alsoveldghat the proposed model obtained a much better peafaren
than a random walk model [10] for the financial time seriedyareal, overcoming the random walk dilemma. The EMRLF model
was able to correct the one-step delay distortion using tlasefix procedure [3], while MLP networks alone were not bépa
of performing the correction although exactly the same @doce was applied to all the models. A feasible explanatiostich
phenomenon is that the phase fix procedure will depend orotinglexity of the predictive model and on its ability to acaiely
define the best parameters to represent the time series.

Also, one of the main advantages of the EMRLF model (apam fte predictive performance when compared to all analyzed
models) is that not only they have linear and nonlinear camepts, but they are quite attractive due to their simplermaational
complexity when compared to other approaches such as TAEIf®] and other linear and nonlinear statistical mode]s [1

Finally, the results showed that the phase fix procedure blag@correct more efficiently the prediction phase of theFiN
model when compared to TAEF model [3]. Further studies airego#eveloped to better formalize and explain the propedfe
the EMRLF model and to determine possible limitations of iiethod with other financial time series with components such
as trends, seasonalities, impulses, steps and othermearities. Also, further studies, in terms of risk and finaheturn, are
being developed in order to determine the additional ecacalrbenefits, for an investor, with the use of the EMRLF metho
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