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Abstract — In this work we propose a swarm-based evolutionary morgiicé approach to deal with binary classification
problems. It consists of a hybrid neuron based on principfamathematical morphology and lattice theory, referre@so
dilation-erosion-linear perceptron (DELP). We also preseswarm-based evolutionary learning process, calledRJESO),
using a particle swarm optimizer (PSO) to design the DELPehatlie to some drawbacks from gradient estimation of marpho
logical operators in the classical learning process of tB&P) Besides, we conduct an experimental analysis usingdiggant
binary classification problems and the obtained resultdiareissed and compared with those obtained by establisbleditiues

in the literature.
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1 Introduction

The classical perceptron is the most known neuron modelgsexpin the literature [1, 2]. It is inspired by the concept of
biological neurons and it is able to solve linear classifigaproblems [1, 2]. There is a particular class of artificiairons
based on the framework of mathematical morphology (MM) [3#4d lattice theory [5-7], called morphological percepso
(MPs) [8, 9], which have been successfully applied as smiutf linear and nonlinear problems [9-27].

Among several MPs proposed in the literature, the dilagoosion-linear perceptron (DELP) [27], a hybrid percepindnich
employ dilation and erosion operators from MM combined waittinite impulse response linear operator, was recentlyqseq
to deal with classification problems. The classical DELPr@®) process, referred to as DELP(BP), employs a gradieapsst
descent method using the back propagation (BP) algoritiih [Phe main drawback of the classical DELP learning process
the need of a systematic methodology to overcome the nderetiftiability problem of dilation and erosion operatd?g]. This
is because, in some situations, this scheme can lead totaivamyes and compromising the numerical robustness of fiukemt
estimation, so that makes the learning process unstabjle [27

In this sense, this work presents a swarm-based evolutionarphological approach to deal with binary classificapoob-
lems. The proposed approach employs the dilation-erdsiear perceptron (DELP) [27] with a swarm-based evoludign
learning process, called DELP(PSO), using a particle swaptimizer (PSO) [28, 29]. An experimental analysis is castdd
with the proposed approach using two relevant binary dlaation problems (Ripley’s Synthetic [30] and the WiscorBreast
Cancer [31]) and the obtained results are discussed andarecthwith those obtained by established techniques intérature,
where it is possible to notice that the DELP model designea fiyarm-based evolutionary approach can be used as antaccura
binary classifier.

This paper is organized as follows. Section 2 presents thiePDiEndamentals and describes the proposed evolutionary
learning process. In Section 3 we present the simulatiodgtaa experimental results with the proposed model, as vgedl a
comparison between the obtained results with those giveéhdnodels previously presented in literature. At the em&gdction
4, we present the conclusions of this work.

2 The Dilation-Erosion-Linear Perceptron

The dilation-erosion-linear perceptron (DELP) considta tnear combination of a nonlinear operator (dilation @ndsion
operators) and a linear operator (finite impulse respoM®3t we present the definition of the DELP.

Letx = (z1,22,...,24) € R? areal-valued input signal insidedapoint moving window and ley the output of the DELP.
Then, the DELP is defined by a hybrid morphological-lineateyn with local signal transformation rute— y, given by

y =X+ (1-N)5, A€ [0,1], (1)
where
BZX'PT=$1P1+$2p2+---+$dpd7 (2)
and
a=0p+(1-0)w, 6 €10,1], 3)
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in which .
o =6a(x) = \/ (@i + i), (4)
=1
and
d
w = Eb(X) = /\(.TZ +/ bi); (5)

i=1

where termi denotes the dimensionality of the input signa),(terms), # € R anda, b, p € R?. The vectorp € R? represents
the coefficients (weights) of the linear operator. The tgrnepresents the output of the linear operator. The tenmmapresents
the convex combination of the morphological operators t&tidin and erosion (the mixture term is definedd)y The terms

» andw represent the output of morphological operators of ditatod erosion, respectively. The vectarandb represent
the structuring elements (weights) of the dilatidp(k)) and erosiond, (x)) operators employed into the nonlinear module of
the DELP. Terms/ and A represent the supremum and the infimum operations. Notedhbaiutputy is given by a convex
combination of the linear operator and another convex coatliin of morphological operators of dilation and erosithre(
mixture term is defined by). The main differences between-"" and “+” are given by the following rules:

(=00) + (+00) = (+00) + (—00) = —o0, (6)

and
(—00) +" (+00) = (+00) +' (—00) = o0, (7)

2.1 The Proposed Swarm-based Evolutionary Learning Proces

Note that the DELP model requires the setting of the paramaid, p, A andd. Therefore, the weight vector to be used in

the training process is given by
w=(ab,p,\0). (8)

The proposed swarm-based evolutionary process, calledPERO), employees a particle swarm optimizer (PSO) [28, 32,
33], which uses the idea of the social behavior (swarm) thatulation of individuals (referred to as particles) agaptits
environment, to adjust the weights of the DELP model acewyth an error criterion until convergence or until the ené80
generations. Eachth particle from swarm at generatigrrepresents a candidate weight vector (denotedrﬁf/) for the DELP

model. The scheme to adjust the weight vector is initiallgédine a fitness functiofiit(w (g)) (which must reflect the solution
quality achieved by the parameters configuration of theesystgiven by

fit(w (g) Z e 9)

whereM is the number of input patterns an(}) is the instantaneous error, given by

e(d) = d(5) — y(i); (10)

whered(j) andy(j) are the desired output signal and the actual model outptitéoiraining samplg, respectively.

The PSO procedure starts with its parameters definitionceldue four initial parameters to be defined [28, 32,335 i§ the
swarm size, ii};; andcs represent the acceleration coefficients to control theciglehange of a particle in a single iteration,
i) ¢ is the inertia weight, where its value is typically set toywhnearly from1 to near0 during the optimization process, and
IV) Vmin @ndu,q. represent the lower and upper bounds of the particles w&scin our simulations, the swarm comprises ten
particles § = 10).

The first step is to build a set of candidate particles, orcdegpace points. In this way, thiéh swarm particle of theg-th
PSO generation has a current positiwﬂ) € R™) and a velocity (/fg) € R™) in the search space, respectively given by

wi? = (), w?, .. wf), (11)
and
Vz( ) ( z(gl)’l/z(Q)v"'v z(iz)) (12)

in whichi =1,2,...,Sandg = 1,2, .... Recall that termn represents the dimensionality of the DELP model weightatect
which is given by3d + 2.

Then, the PSO starts a loop containing some steps to mintmézitness functiorfit : R™ — R. The next steps are used to
update particles velocities/kg)) and current positions;x(z(g)), as well as particles personal best positipr*ri(g)) and swarm best
positionp* (Y.

The particles velocities can be updated by

VI Z 9 o (9 _ w9 4oy (@ — w9y, (13)
49



Learning and Nonlinear Models - Journal of the Brazilian Computational Intelligence Society, Vol. 11, Iss. 1, pp. 48-52013.
(© Brazilian Computational Intelligence Society

wherery, o ~ U(0, 1) are elements from two uniform random sequences in the iaitfdl]. TermSpﬂ(-g) eR” andp*gg) €
R™ represent, respectively, the particle personal bestippngind the swarm best position, which will be formally dediroelow.

The values of each componentin evef?/“) vector can be clamped to the rangg,[,., vma.] in order to reduce the likelihood

of particles leaving the search space. This mechanism diesstrict the values ofvz(g“) in the range of/i(g“), it only limits
the maximum distance that a particle will move during eaetaiion [28, 32, 33].

The particles position can be updated by

(g+1) _ ,(9)

w + ot (14)

The personal best position of each partiqjéﬁg)), can be updated by

prioen _ L et it fitw V) > it ), (15)
' w9t otherwise. ’
Note thatp™”) = w'”.
The swarm best position (found by any particle during alvres iterations), denoted Qy*f.g), can be updated by
p*EgH) = argmin(fit(p+z(-g+1))) with i=1,2,...,s (16)

wherearg min(-) denotes the minimum argument. Note tbafo) = p+§0).

Further details of PSO procedure can be found in [28,32F38lre 1 presents the proposed DELP(PSO) steps. Two s@ppin
criteria are used in the proposed DELP(PSO): i) The maximemnegation numbet{SO,.,), and ii) The decrease in the training
error process training{t) [34] of the fitness function.

begin DELP(PSO)

Initialize PSO parameters,(c1, ¢2, t, Vmin, Vmaz) @ccording to [28, 32, 33];
Initialize the stop condition;

g=0; Il g: actual generation

fori=1to S do

create particlav'?;

initialize DELP parameters with the values suppliedvby);
calculatey and the instantaneous error for all input patterns;
evaluate the particlﬁit(wgg)) using the Equation 9;

end

repeat

for i =1to S do

Update the current particle velociﬁﬁl) using Equation (13);
Update the current particle positi(mgg“) using Equation (14);
Initialize DELP parameters with the values suppliedw +,
Calculatey and the instantaneous error for all input patterns;
Evaluate the candidate partigfe’t(wgg“)) using the Equation 9;

Update the particle personal best pOSitjD‘hEgH) using Equation (15);

end

Update the swarm best positipﬁgg) using Equation (16);
g=g+1,

until not stop condition

end

Figure 1:The proposed DELP(PSO) steps.

3 Simulations and Experimental Results

The well-known Ripley’s synthetic and Wisconsin breastaogarclassification problems were used as a test bed for the
evaluation of the proposed model. To assess the classificpgrformance we use the percentage of misclassified psitter
(PMP) [9] metric. Also, we use the percentage gain (PG) metmiterms of the PMP obtained using DELP(PSO) model and
using other models investigated in this work, which is gitegn

PG =100 —-100——F++—,
PMPmodeI
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whereP M Fyelprepresents the PMP obtained using the proposed DELP(PS@BlawedP M Prnodelrepresents the PMP obtained
using the investigated model.

It is worth mentioning that the data was normalized to lidwntthe rangé€0, 1] according to Prechelt [34]. The entries of the
DELP weight vectors, b andp are randomly initialized within the rande 1, 1]. The initial DELP mixture coefficientd and
6 are randomly chosen in the interya] 1]. It is worth mentioning that two stop conditions are used thie learning process: i)
The maximum epoch number equalsltif, and ii) The decrease in the training error process traitify of the cost function
equals tol 0~ 6.

In order to establish a fair performance comparison, reswith the following classification models were examinedha t
same context and under the same experimental conditioritayer perceptrons (MLP) [1,2], morphological-rankdiar neural
network (MRLNN) [35], morphological perceptron with conjpee learning (MP/CL) [9], single layer morphological rpep-
tron (SLMP) [36], fuzzy lattice neural network (FLNN) [13{jzzy lattice reasoning (FLR) [37], k-nearest neighborsIfg [38],
decision tree (DT) [39, 40], support vector machine (SVM)d&d dilation-erosion-linear perceptron with gradieaséd learn-
ing, that is, the DELP(BP) [27].

In all experiments we used the MLP model with sigmoidal pssagg units and a single hidden layer. For its learning mece
we used the Levenberg-Marquardt [41] algorithm using tHieiong stopping criteria [34]: i) The maximum epoch number
equals to10%; ii) The decrease in the training error process trainiRg) (of the cost function equals tt0—6. Also, for the
MRLNN model we used the same parameters suggested by [Ibhwgingle hidden layer, and for its learning process we used
the generalized back propagation (GBP) [35] algorithm \&drning rate equals @01, scale factor equals ta001 and using
the same stopping criteria of the MLP model. It is worth memitig that for both MLP and MRLNN models, we applied the
10-fold cross validation to determine the number of hiddercessing units (5, 10, 15, 20, 25 or 50). For the MP/CL model w
used the same design process and parameters definitiorssedjbg [9]. For the SLMP model we used the same design process
and parameters definition suggested by [36]. For the FLNNehoe used the same design process and parameters definitior
suggested by [9, 13]. For the FLR model we used the same dpsigess and parameters definition suggested by [9, 37]. For
the KNN model we used the 10-fold cross-validation to deteerthe best value of k (1,2,.,20) in terms of the mean error rate
on the validation set, as suggested by [9]. For the DT modalseel the criterion for choosing a split by Gini’'s diversitglex,
as suggested by [9]. At the end, for the SVM model we useddi(@&M-L), polynomial (SVM-P), quadratic (SVM-Q) and rbf
(SVM-RBF) kernels with the least squares method to find tipaising hyperplane, as defined in [2]. For the DELP(BP) rhode
we used the same design process and parameters definitgessed by [27].

3.1 Ripley’s Synthetic Problem

The Ripley’s synthetic problem [30] consists of samplesfitvo classes. Each sample has 2-dimensional featuresvecto
The data are divided into training and test sets. The trgisit consists of 250 samples, while the test set consisteGff 1
samples. It is worth mentioning that, for both training aesttsets, we have the same number of samples belonging t@kach
the two classes, characterizing a balanced binary clastsificproblem inR2. The Table 1 presents the experimental results of
the test set obtained by the models presented in literedaneell as those achieved by the proposed DELP(PSO) model.

Table 1: Percentage of misclassified patterns of the tefbistite Ripley’s synthetic problem.

Model PMP (%)
MLP 9.30
MRLNN 9.50
MP/CL 10.20
SLMP 16.90
FLNN 14.20
FLR 15.30
KNN 9.60
DT 13.30
SVM-L 11.60
SVM-P 9.10
SVM-Q 9.40
SVM-RBF 8.30
DELP(BP) 8.30
DELP(PSO)| 8.30

According to Table 1, it is possible to notice that the bestleidound in the literature is the SVM-RBF and DELP(BP)
(with PM P = 8.30%). However, a slightly inferior classification performarzan be achieved using SVM-P, MLP, SVM-Q,
MRLNN, KNN and MP/CL models. It is worth mentioning that theoposed DELP(PSO) model obtained good classification
performance, having the same PMP value obtained by the CHERP{The Table 2 presents the PG (test set), in terms of the PMP
obtained using DELP(PSO) model and using other modelstigegsd in this work.

According to the Table 2, without relying on the results add with SVM-RBF and DELP(BP) (where the proposed
DELP(PSO) model achieved the same classification perforgjait is possible to notice that the proposed DELP(PSO)eahod
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Table 2: Percentage gain (test set) of the proposed DELB(R®@el regarding MLP, MRLNN, MP/CL, SLMP, FLNN, FLR,
KNN, DT, SVM-L, SVM-P, SVM-Q, SVM-RBF and DELP(BP) modelsifthe Ripley’s synthetic problem.

PG (%)
DELP(PSO)/MLP | 10.75
DELP(PSO)/MRLNN | 12.63
DELP(PSO)/MP/CL | 18.63
DELP(PSO)/SLMP | 50.89
DELP(PSO)/FLNN | 41.55
DELP(PSO)/FLR | 45.75
DELP(PSO) / KNN 13.54
DELP(PSO) /DT 37.59
DELP(PSO)/SVM-L | 28.45
DELP(PSO)/SVM-P | 8.79
DELP(PSO)/SVM-Q | 11.70
DELP(PSO)/ SVM-RBF| 0.00
DELP(PSO)/ DELP(BP) 0.00

obtained improvement greater than 8% over the results aathiesing MLP, MRLNN, MP/CL, SLMP, FLNN, FLR, KNN, DT,
SVM-L, SVM-P and SVM-Q models. The decision surface geregtdty the proposed DELP(PSO) model for the Ripley’s

synthetic problem is depicted in Figure 2.

Figure 2: Decision surface produced by the proposed DELBjR®del for the Ripley’s synthetic problem.
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3.2 Wisconsin Breast Cancer Problem

The Wisconsin breast cancer problem [31] consists of saipen two classes representing malignant and benignaasbre
cancer. The data are divided into training and test set, eiverused the same partitioning scheme suggested by [9] (¢he fi
249 samples of the benignant class and the first 148 sampths afalignant class are used in the training set and the fest o
the samples from both classes are used in the test set). Baniieshas 30-dimensional features vector. The Table 3 piese
the experimental results of the test set obtained by the lm@desented in literature, as well as those achieved byrity@oged
DELP model.

According to Table 3, we can verify that the best model founthe literature is the DELP(BP) (havimgM P = 1.40%).
However, a slightly inferior classification performance ¢ found using SVM-L, SVM-Q, MRLNN, SVM-RBF, FLR, MP/CL
and MLP. It is possible to notice that the proposed DELP(P&6Jel obtained good classification performance (ViAtl P =
1.05%), overcoming the best model found in the literature. Theddtpresents the PG (test set), in terms of the PMP obtained
using DELP(PSO) model regarding the PMP obtained using otloelels investigated in this work.

According to the Table 4, we can see that the proposed DEL®(R®del obtained improvement greater than 25% over
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Table 3: Percentage of misclassified patterns of the tefbisite Wisconsin breast cancer problem.

Model PMP (%)
MLP 4.55
MRLNN 2.10
MP/CL 4.20
SLMP 11.89
FLNN 5.59
FLR 3.50
KNN 5.94
DT 8.74
SVM-L 1.75
SVM-P 10.84
SVM-Q 1.75
SVM-RBF 3.15
DELP(BP) 1.40
DELP(PSO)| 1.05

Table 4: Percentage gain (test set) of the proposed DELB(R®@el regarding MLP, MRLNN, MP/CL, SLMP, FLNN, FLR,
KNN, DT, SVM-L, SVM-P, SVM-Q, SVM-RBF and DELP(BP) modelsifthe Wisconsin breast cancer problem.
PG (%)
DELP(PSO) / MLP 76.92
DELP(PSO)/MRLNN | 50.00
DELP(PSO) / MP/CL 75.00
DELP(PSO)/SLMP 91.17
DELP(PSO)/FLNN | 81.22
DELP(PSO)/FLR 70.00
DELP(PSO) / KNN 82.32
DELP(PSO) /DT 87.99
DELP(PSO)/ SVM-L 40.00
DELP(PSO)/SVM-P | 90.31
DELP(PSO)/SVM-Q | 40.00
DELP(PSO)/ SVM-RBF| 66.67
DELP(PSO)/DELP(BP) 25.00

the results achieved using MLP, MRLNN, MP/CL, SLMP, FLNN,ELKNN, DT, SVM-L, SVM-Q, SVM-P, SVM-RBF and
DELP(BP) models.

4 Conclusion

In this paper we presented a swarm-based evolutionary mbwgical approach for dealing with synthetic and real-worl
binary classification problems. It is composed of a hybridrna based on principles of mathematical morphology and lat
tice theory, referred to as dilation-erosion-linear pptoen (DELP), with a swarm-based evolutionary learningcess, called
DELP(PSO0), using a particle swarm optimizer (PSO) to dessigrmodel.

The classification performance of the proposed DELP(PS@einweas assessed in terms of well-known models presented in
the literature (MLP, MRLNN, MP/CL, SLMP, FLNN, FLR, KNN, DTSVM-L, SVM-P, SVM-Q, SVM-RBF and DELP(BP))
and using the percentage misclassified patterns metricd@&egwo relevant binary classification problem were itigaged in
this work: Ripley’s Synthetic and Wisconsin Breast CancHne experimental results demonstrated similar performgfor
the Ripley’s problem) and better performance (for the Wisto Breast Cancer problem) of the proposed DELP(PSO) model
in comparison to the better models found in the literatuneother words, the proposed DELP(PSO) model with swarmebase
evolutionary learning succeeded to solve the aforemeati@hassification problems, exhibiting very satisfactdassification
results.

Further studies must be developed to better formalize apthexthe properties of the proposed DELP(PSO) model and to
determine its possible limitations with other binary clfisation problems. Further studies, in terms of convergemtalysis,
must be done in the swarm-based evolutionary learning psodénally, a particular study about the computing comipteand
CPU time of the proposed DELP(PSO) model must be done in ¢odestablish a complete cost-performance evaluation of the
proposed model.
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