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Abstract – The increasing demand for clean energy presents challenges in energy supply management, largely due to their
intermittency. Photovoltaic power generation, in specific, is greatly affected by weather factors, which may render power grids
susceptible to instability, quality and balance issues. In this context, photovoltaic power generation forecasting is crucial not only
to enhance the management of diverse energy sources through generation planning, but also to ensure widespread adoption of
photovoltaic energy. To address the predictability issue in generation, this study aims to investigate the combination of satellite
data with meteorological data to predict the energy generation potential in photovoltaic panels within 30, 60, 120, and 180-minute
horizons. For this purpose, images from the GOES-16 satellite are used in combination with data from a ground-based weather
station, located at Florianópolis - Santa Catarina - Brazil. The data is fed to a convolutional neural network, where convolutions
are employed to extract features from the satellite images, aiming to establish a relationship with solar irradiation. The output
of the convolutional network serves as input for a multilayer perceptron network, which utilizes the data to predict the Global
Horizontal Irradiance (GHI). Our results support that models incorporating satellite images provide forecasts approximately 41%
better for the 30-minute horizon and 21% better for the 180-minute horizon, when compared to models without satellite images.
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1 INTRODUCTION

A substantial transition in the world’s energy sources is needed to combat climate change. Its consequences and impacts,
including escalating global temperatures, intensified extreme weather events, and the rapid melting of polar ice caps, have em-
phasized the urgency of moving from fossil fuels towards cleaner, renewable alternatives. Given the relevance of the subject,
research and studies in the area lead to a clear differentiation between non-renewable and renewable energy sources, with exten-
sive understanding of their respective advantages, limitations, and challenges, particularly for the latter.

A complete replacement of current energy sources by renewables is utopian, even in the long term. However, according
to the Intergovernmental Panel on Climate Change (IPCC) [1], the integration of renewable energy into the grid is crucial for
achieving climate change mitigation goals. Furthermore, research by Jacobson et al. [2] highlights the potential of renewable
energy to not only decarbonize the energy sector, mitigate greenhouse gas emissions and reduce dependence on finite fossil
fuel resources, but also to foster economic development and improve energy security. This trend underscores the increasing
prominence of renewable energy sources, with solar energy emerging as a promising alternative, due to its substantially lower
carbon emissions (in comparison to other energy sources) and inherently sustainability in the long run.

Photovoltaic (PV) cells are one of the main technologies used to generate electricity from solar energy. The power generation
of photovoltaic cell panels is intrinsically related to solar irradiance [3]. According to Pedro et al. [4] both Direct Normal
Irradiance (DHI) and Global Horizontal Irradiance (GHI) can be used to estimate energy generation in photovoltaic panels. Solar
irradiance depends on various meteorological factors such as temperature, cloud cover, time of day and season, atmospheric
aerosols, altitude and latitude. Therefore, the potential for electrical generation in PV panels at any given time depends on these
factors [5, 6]. Factors, such as cloud cover, can vary significantly in the space of a few minutes and, in an unpredictable way,
operators encounter challenges in managing electricity grids due to intermittencies and fluctuations in PV power generation [7].

In light of these circumstances, an accurate irradiance forecast allows for a more efficient integration of solar energy generated
through PV panels into the energy grid, facilitating the process of managing hybrid energy systems. It is noteworthy that
forecasting horizons may significantly vary depending on specific operational requirements, commonly categorized into intra-
hour, intra-day, and day-ahead scenarios [6]. Intra-hour forecasts are relevant for dispatching, regulatory and load following
purposes. However, in the context of power system operators that handle multiple load zones, the intra-day, especially considering
the 1h to 6h ahead forecasting horizons, are of critical relevance/importance [8].

The successful application of a number of methods, including statistical, time series analysis, machine learning and deep
learning, has been observed in the context of predicting Photovoltaic (PV) power generation [5]. Among the aforementioned
approaches, those employing machine learning and deep learning have demonstrated the most promising results in recent stud-
ies [9]. In the field of deep learning, the notable achievements in image processing tasks provide promising avenues for integrating
satellite imagery into photovoltaic power generation prediction models [10].

In this context, our study investigates the integration of machine learning/deep learning models with satellite imagery and
ground measured data for the forecasting of photovoltaic power generation at intra-hour and intra-day horizons (30, 60, 120
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and 180 minutes ahead). This investigation is conducted through a case study focusing on a photovoltaic plant situated in
Florianópolis, Santa Catarina, Brazil. Satellite images utilized in the study are sourced from the ABI Imager of the GOES-
16 satellite, featuring a 16-band state-of-the-art spectral radiometer [11]. In this work, we significantly expand our previous
study [12], which considered solely satellite data for such forecasts. Indeed, to the best of our knowledge, our works are the first
ones to employ data from the GOES-16 satellite for photovoltaic power forecasting within South Brazil. Finally, it is important
to emphasize that no cloud identification or movement is explicitly extracted from satellite images, as in the work performed by
Si et al. [13]. To that end, the models must extract useful features from images by themselves, implicitly.

The structure of the paper is outlined as follows: Section 2 provides a brief overview of related work on photovoltaic power
generation forecasting, with a specific emphasis on satellite image-based approaches. Section 3 presents information on the
photovoltaic plant considered in the study and the datasets of both ground variables and satellite images available. Section 4
presents the deep learning architectures employed and the experimental setup. The results obtained from the experiments carried
out are presented in Section 5. Finally, Section 6 presents a summary of the principal findings of this work and offers insights
into future research directions.

2 RELATED WORK

As illustrated in the preceding section, the prediction horizons are inherently related to the operational aspects of the energy
management system, with particular consideration given to the integration of PV energy into the grid. Although literature offers
certain categorizations of forecasting horizons, consensus regarding terminology remains elusive. According [6], the 30 and 60
minutes ahead can be defined as intra-hour forecast and the 120 and 180 minutes ahead forecasting horizons can by defined as
intra-day forecasts. In order to facilitate comprehension and following the definition presented by Ahmed [5], the 30, 60, 120
and 180 minutes ahead forecasting horizons under scrutiny in this study will be referred as short-term forecasts.

The literature review by Kumar et al. [14] summarises the main data sources used in solar irradiance forecasting, considering
the prediction horizon as a reference base. For prediction horizons of 10 minutes to one hour, they indicate that the use of
ground measurements and cloud images are the most appropriate. For predictions between 1h and 5h, satellite images are the
most recommended. And for prediction horizons above 5 hours, the highest accuracy rate is obtained using numerical weather
prediction (NWP) models. Sobri et al. [7] also identified satellite imagery as a particularly suitable data resource for short-term
photovoltaic (PV) power forecasting.

The number of articles published in the field of PV generation forecasting is significant. The brief review presented in this
paper seeks to focus on works dealing with short-term horizon forecasting based on satellite images or hybrid techniques, using
deep learning methods. For a more comprehensive understanding of the application of different data sources, prediction horizons
and machine learning methods in PV power generation, we recommend checking out the works carried out by [5–7, 15].

A method for integrating meteorological factors and satellite imagery for estimating Direct Normal Irradiance (DNI), Direct
Horizontal Irradiance (DHI), and GHI is presented by Eissa et al. [16]. This integration is achieved by employing distict network
according to weather conditions. The authors choose to divide the problem into two parts: the estimation of direct normal
incidence (DNI) and direct horizontal incidence (DHI). Both networks use the 10.8µm and 12µm satellite spectral channels to
create a cloud mask that divides images into cloudless and cloudy states. The program then uses the results to dynamically choose
the right network and adds other sources of information, such as zenith angle and supplementary channels. Consequently, four
distinct models are trained: two for DNI estimation (one for cloudy and one for cloudless conditions) and two for DHI estimation
(similarly, one for cloudy and one for cloudless conditions). The fusion of DNI and DHI results via analytical means estimates
the Global Horizontal Irradiance (GHI), yielding a relative Root Mean Square Error (rRMSE) of approximately 12% for GHI
predictions.

Unlike other approaches, the work of Wang et al. [17] integrates satellite images with PV power generation data from a
neighbouring plant to forecast the PV power generation of the target plant. Support Vector Machines (SVM) and Gradient
Boosting Decision Trees (GBDT) are then used to verify the effectiveness of the proposed approach.Using linear extrapolation,
cloud movement over the plants is predicted using satellite images. Data from two real plants are employed as a case study,
with forecast horizon ranging from 15 minutes to 4 hours.The authors found that the proposed method outperformed existing
benchmarks in the literature, based on Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE) metrics.

Cheng et al. [18] highlight a key distinction between their study and the majority of literature in the field: they employ satellite
images directly to predict PV energy generation, whereas most other studies derive their irradiance or cloud cover predictions
from pre-processed satellite images.A method based on autoencoders is used to integrate satellite images and dynamically define
a region of interest for prediction horizons of up to 3 hours. The comparative results presented by the authors indicate that
the proposed method is superior to smart persistence and optical flow extrapolation approaches and can be used to improve the
performance of deep learning models. However, the authors comment that the large size of the satellite data processed imposes
computational limitations on the method in the training phase, which represents a challenge in the application of this method.

In order to estimate the Global Horizontal Irradiance (GHI) based on satellite data that captures cloud behavior in the visible
spectrum, Si et al. [13] suggested using a Convolutional Neural Network (CNN). Pre-processing is applied to images taken at
three different times, t, t − 1, and t − 2, where t is the current time, in order to normalize the data and adjust for differences
in zenith angles. After that, the pre-processed images serve as input into a CNN for feature extraction. This new features are
then fed into a Multilayer Perceptron (MLP) and merged with weather station data for GHI prediction. The authors stress the
need of image pre-processing and demonstrate how well their method works to reliably identify cloud movements based on wind
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speed forecasts.
Marquez et al. [19] introduced a method for the prediction of PV power generation using satellite images in the visible and

infrared spectrum. Their approach uses visible spectrum imagery to produce a cloud cover index, and then applies normalization
and zenith angle correction to account for ground albedo. Using the Particle Image Velocimetry (PIV) technique, infrared pictures
are used to obtain a vector field that describes the direction and velocity of clouds. After integration, cloud velocity and cover
data are fed into an artificial neural network (ANN) to estimate GHI at different forecasting horizons.

The study conducted by Pelisson et al. [20], while exclusively relying on ground data from a solarimetric station and PV plant,
is pertinent to our investigation due to its reliance on the same ground meteorological data employed in our work. The authors
explore various machine learning techniques and feature space configurations for short-term PV power forecasting, observing
optimal performance with Multilayer Perceptron (MLP) and Support Vector Regression (SVR). Notably, the optimal feature
space encompasses a combination of Global Horizontal Irradiance (GHI), Direct Normal Irradiance (DNI), Direct Horizontal
Irradiance (DHI), Ultraviolet (UV) radiation, Relative Humidity (RH), Ambient Temperature (AT), and Wind Speed (WS). De-
spite the robust correlation observed between GHI and PV power output, the authors highlight that the inclusion of additional
variables in the model resulted in a remarkable reduction of nearly 30% in Root Mean Square Error (RMSE). This observation
underscores the potential for further enhancement in forecasting accuracy through the incorporation of alternative techniques,
including the integration of satellite imagery.

Even though related to the works just reviewed, our work differs in some aspects. First, we consider both satellite and ground
data, whereas most works focus mostly on one data source alone in order to build models. Regarding satellite data, we employ
data from GOES-16 by itself, without zenith angle correction, cloud coverage estimation and/or cloud movement forecasting, as
in some of the works reviewed. That is, the models we build and evaluate in this work are trained to implicitly extract information
from satellite images, whereas in other works, this is done explicitly. Although Pelisson et al. [20] considered the same location,
only ground data were considered.

3 CASE STUDY

Our case study can be briefly summarized as the forecasting of Global Horizintal Irradiance (GHI) for a photovoltaic power
generation facility located at Florianópolis — Santa Catarina — Brazil. The location is shown in Figure 1. Forecasts consider a
two year time frame, for the years 2018 and 2019. Both ground and satellite data are considered and evaluated for building mod-
els. In this section details of the case study are presented. First, we describe the dataset employed in the work, which comprises
two sources: ground and satellite data. Ground data, which is described in Section 3.1, was obtained from a solarimetric station
located at Laboratório Fotovoltaica — Florianópolis — Santa Catarina — Brazil. This site also houses the photovoltaic plant,
which is the focus of our forecasting efforts. Section 3.2, provides details regarding the satellite source, which was obtained from
the GOES-16 satellite. This section also presents a spatial analysis to define the area of interest for the collected imagery. Section
3.3 discusses forecasting horizons, data fusion, and granularity.

3.1 Ground Data

The ground station database was obtained from Laboratório Fotovoltaica1 (UFSC Solar Energy Research Laboratory), com-
prising weather related data and power generation data of the photovoltaic plant. The data was obtained with a frequency of
1min with a Campbell CR6 datalogger [20]. Besides Global Horizontal Irradiance (GHI), which is our forecasting target, other
variables are collected from the solarimetric station, as presented by Table 1. For more information regarding ground data, the
reader may refer to Pelisson et al. [20]. At this point, it is important to discuss our selection of the forecasting variable (target
variable), namely, GHI. Even though we could adopt the actual power output of the photovoltaic plant as our forecasting variable,
such values would be completely tied to the actual configuration of the plant. The addition or removal of photovoltaic panels, for
instance, would require new forecasting models. In order to obtain plant agnostic forecasts, we selected GHI as our forecasting
variable. Among the three available irradiance components (GHI, DNI, and DHI), GHI is the one with the highest value of
pearson correlation w.r.t. photovoltaic power generation, i.e., 0.97. This gives an advantage to the model, which can be applied
to different generating units in the same park through a relationship between the GHI and the generation potential.

Before actually using the database, pre-processing work had to be done. First, the 2018 and 2019 data were unified, removing
eventual duplicated readings. For convenience, the timestamps from the data were converted to GMT-0, which is the same time
zone used for the satellite. After the removal of some inconsistent data points (negative values and values above the maximum
observable threshold), the database was left with 871,709 time points comprising the years 2018 and 2019. After an analysis
of the average distribution of GHI over the day, we delimited our forecast between 9:00am and 5:30pm. Considering such a
forecasting interval and the fact that all the models considered for analysis in this work will output estimates for GHI, the final
ground dataset was reduced to a total of 218,549 readings (from an initial value of 871,709) with 1min granularity.

3.2 Satellite Data

The satellite images employed in this work are obtained from one of the satellites of the GOES series. Given the location of
the photovoltaic power station considered in this work, the GOES-16 satellite is of our interest. The satellite data were obtained

1https://fotovoltaica.ufsc.br/
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Figure 1: Location of the photovoltaic power plant w.r.t. south Brazil. In the zoomed area (bottom right) a crop of 10◦ latitude
and 10◦ longitude centered at the site is presented. The satellite images employed in this were cropped to this very same area.

Table 1: Data from the UFSC laboratory and photovoltaic plant.

Parameter Acronym Sensor Unit
Direct Normal Irradiance DNI SHP1 W/m2

Diffuse Horizontal Irradiance DHI SMP11 W/m2

Ultraviolet Index UV CUV 5 W/m2

Ambient temperature AT HMP155 0C
Wind speed WS WindSonic1 m/s
Relative humidity RH HMP155 %

Global Horizontal Irradiance GHI SMP22 W/m2

in the same interval as the ground station data, for the years 2018 and 2019. Initially, the images were obtained in full disk format,
covering the entire capture area of GOES-16. For such a reason, the satellite data also went through several pre-processing stages.

The GOES-16 satellite has 16 spectral bands, with 6 in the visible range and 12 in the non-visible range. As our goal is to relate
satellite images to GHI (and consequently photovoltaic power generation), the ABI imager’s Channel 2 is a reasonable option.
Besides being recommended for this application, this is the spectral channel with the highest spatial resolution, 0.5 km/pixel,
allowing for a more detailed evaluation of our point of interest. Images from this channel provide reflectance data, which can be
used to estimate the amount of irradiance at the ground level (a region covered with clouds, for example, usually exhibits a higher
reflectance than the ground). A point that deserves particular attention concerns changes in the satellite’s operational mode after
its launch. Between the years 2018 and 2019, there was a shift in the operational mode of the GOES-16 satellite from Mode M3
to Mode M6, altering the data capture frequency. In Mode M3, the satellite executed a routine that captured an image every 15
minutes, whereas in Mode M6, images are captured every 10 minutes. Thus, for the sake of data compatibility, the minimum
capture frequency we can work with for both years is 30 minutes, which we adopted.

Each raw image from the ABI imager’s Channel 2 is approximately 500MB in size. To reduce the data volume and focus the
analysis, the interval from 8:00 AM to 6:00 PM GMT-3 was defined, as discussed in the previous section. To facilitate image
processing, the database was obtained within a window of 10◦ latitude and 10◦ longitude, centered on the point of interest at
coordinates -27.4310◦ latitude and -48.4414◦ longitude. After this crop, the images cover a region centered at the location of
interest, as show in the right bottom of Figure 1. It is worth noticing that even after the cropping, each image has a resolution of
2124×875 pixels, meaning that, if provided without any pre-processing to the models, these would have to deal with roughly 1.8
million input features. Based on the work of Chow et al. 21, we assumed that the types of clouds with the greatest influence to
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the observed GHI woudld have a speed of no more than 40km/h. Considering that the satellite’s spatial resolution is 0.5km/pixel
and the granularity of the data we work with is 30 minutes, we estimated that images with 40× 40 pixels (an area of 20× 20 km)
would provide enough information to the models and, at the same time, reduce the computational time needed to training.

Therefore, we were able to reduce the size of the satellite images, to the zoomed area shown in Figure 2. It is worth
noticing that Figure 2(a) was obtained from Google Maps. Actual satellite images from GOES-16 are depicted in Figure 2(b)
and Figure 2(c). These are the actual satellite images employed in our work. Having made such considerations, the final pre-
processed dataset of satellite images consisted of a total of 14,329 images, with 7,136 images for the year 2018 and 7,193 images
for the year 2019.

(a) Location of interest (b) 12:30h, GHI 1.199 W/m2 (c) 12:30h, GHI 31,3 W/m2

Figure 2: Image (a) is a representation of the location of interest, obtained from Google Maps 22. Images (b) and (c) were
obtained from the GOES-16 satellite, channel 2, for two different days, at same time (12:30h). These are actual images we
employ in our work. Note that lower/higher reflectances (darker/brighter images) translate in higher/lower GHI values.

3.3 Data Fusion and Forecasting Horizon

The two data sources previously described were obtained with different granularities (resolutions). For ground data, mea-
surements were taken at every minute. For satellite data, measurements were obtained every 15 or 10 minutes, depending on the
mode of operation for the GOES-16 satellite, as discussed in the previous section. In order to perform data fusion and obtain a
consistent dataset comprising both data sources, both data sources went through additional pre-processing steps.

As discussed earlier, between the years 2018 and 2019, the GOES-16 satellite changed from Mode M3 to Mode M6, altering
the data capture frequency from 15 minutes to 10 minutes. For consistency, we defined a granularity/frequency of 30 minutes
for all of our data. Therefore, intermediate readings from this data source were discarded, namely: 15 minutes and 45 minutes
for Mode M3, and 10 minutes, 20 minutes, 40 minutes, and 50 minutes for Mode M6. For the ground data, we performed a
downsampling, by averaging values of readings obtained every minute to a the same 30 minute resolution as the satellite data.

After these steps, the final dataset comprising the years 2018 and 2019 has a total of 14,329 objects, with a 30 minute
resolution. Such a resolution also provides the minimum horizon and resolution of GHI forecasts. Given our data resolution
and the fact that, as discussed by Sobri et al. [7], satellite data is appropriate for intra-hour and intra-day forecasts, we build and
evaluate models for forecasting GHI considering 30, 60, 120, and 180 minutes ahead.

4 Methods and Experimental Setup

This section describes in detail the deep learning approaches employed in our evaluation and the entire experimental setup. In
section 4.1 we discuss the deep learning architectures, the configuration of the convolutional layers, and the approach we adopted
in order to integrate ground and satellite data as input to the models. It is worth noticing that the last layer of all approaches
consists of a Multilayer Perceptron (MLP), which aims to relate all input data to the output, thus producing a GHI forecast. ReLU
was defined as the activation function of the MLP, while the dropout rate, the number of layers, and neurons were limited based
on a preliminary study

In Section 4.2, the whole experimental setup is discussed, including training, validation, and testing. This section also
discusses the optimizer, validation functions, decay, and the framework used for network programming.

4.1 Forecasting Architectures

We evaluate three distinct forecasting architectures in our work. These architectures difference themselves with respect to
the input data that is provided to each one of them. Figure 3 provides an overview of the three forecasting architectures, which
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are obtained on the basis of two blocks of input data, namely, satellite data (Block A) and ground data (Block B). The three
forecasting architectures are obtained with the following configurations : (i) satellite data (Block A); (ii) ground data (Block B);
and (iii) ground and satellite data combined (Block A + Block B). Further details on each one are provided in the following.

Satellite Image
t - s

Satellite Image
t - 2s

Satellite Image
t

Meteorological Data
(Ground Data)

Convolutional
Layer(s) Input Data

MLP Regressor

GHI at time
t + h

A B

2D Convolution Normalization 2D PoolingImages Vector

Figure 3: Building blocks that comprise the different ANN architectures employed in this work.

4.1.1 Forecasting Based on Satellite Images

The first architecture comprises solely input data from Block A, that is, satellite data. In order to define the configuration and
number of satallite images provided as input, we follow the work of Si et. al [13], in which the authors showed that, for a
given location, it is possible to estimate ground GHI values with a Convolutional Neural Network (CNN) and three input satellite
images from consecutive time instants. More specifically, given a current time t, our aim is to provide a forecast for a future time
instant, given by t + h, with h defining the forecasting horizon. For that, besides the satellite image for time instant t, we also
consider two additional past satellite images, obtained at times t− s, t− 2s, where s defines the data granularity.

Given that we take into account three images in order to estimate GHI, each one with 40 × 40 pixels, there are 4,800 inputs
(1,600 from each image). Providing this number of inputs directly to the MLP would be computational expensive. Thus, we em-
ploy a convolutional layer, in order to extract the main features from the three images and reduce their combined dimensionality.
In such a way, we expected to improve the performance of the MLP network. As depicted in the diagram in Figure 3 (bottom),
each convolutional layer consists of: (i) a 2D convolution, (ii) a normalization layer, and (iii) a 2D pooling layer. In the first layer
of the convolutional set, the ReLU activation was applied. After normalization, a 2D average pooling was employed, with a step
of 2x2. This topology was adapted from the work of Si et al. [13].

For this particular architecture, the set of parameters presented below was considered. Again, the selection of parameters
considered in our experiments within the convolutional layer were based on the work of Si et al. [13]. Preliminary experiments
also indicated that these provided a good compromise between forecasting quality and training time. It is important to keep in
mind that input images have only 40 × 40 pixels, limiting the search space due to its small size. In this case, the output of the
convolution was just flattened before being provided as input to the MLP, since a dense layer on the output was not necessary.

Convolutional Layer(s) Multilayer Perceptron Regressor

# Layers Filter Size Kernel Size Layers Dropout Neurons
1, 2 16, 32 3,5 1, 2 0.15 64, 128, 256

With regard to this forecasting topology, a total of 48 forecasting models were considered for evaluation, employing a combina-
tion of the presented parameters. All models based solely on satellite images will be identified by SatImg in results, followed
by their respective parameters, when applicable or necessary.
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4.1.2 Forecasting Based on Ground Data

The second architecture consists of data from Block B (see Figure 3), that is, ground data from the solarimetric station, and
temporal/calendar data. The features measured at ground were already described in Section 3.1, Table 1. Regarding tempo-
ral/calendar data, we consider the day of the year and the minute of the day. Note that these two temporal/calendar features help
to incorporate variations in solar irradiance observed due to the season of the year and the hour of the day. It is clear that some
parameters/features, such as UV incidence, have greater impact on photovoltaic power output than others. In order to verify
if forecasts based on UV can be enhanced or even surpassed by different feature sets, we evaluate several combinations of the
available features. In brief, we obtain four feature subsets, each representing a combination of ground station data, see Table 2.

Table 2: Table with details for the four different subsets of features considered for ground data.

Feature Subset Name Features

UV + CAL UV Irradiation and Calendar Data
UV + AT + RH + WS + CAL UV Irradiation, Air Temperature, Relative Humidity, Wind Speed, and Calendar ata

AT + RH + WS + CAL Air Temperature, Relative Humidity, Wind Speed, and Calendar Data
AT + RH + CAL Air Temperature, Relative Humidity, and Calendar Data

It is worth noticing that in this case, parameters related to convolutional layers are not present given that the forecasting topology
does not require satellite images. Therefore, convolution is not present for ground data.

For each one of these feature subsets, we considered the very same parameters employed for the MLP network as described
in the case of satellite data. Consequently, a total of six distinct model configuration, varying in terms of the number of layers and
the number of neurons per layers, were evaluated for each of the four feature subsets. This resulted in a total of 24 forecasting
models.

Models based solely on ground data will be identified by the feature subset name defined in Table 2, followed by the respective
parameters, when necessary for further details.

4.1.3 Forecasting Based on Ground and Satellite Data

In the latter case, a strategy for combining the data was devised. Following the same data combination proposal as Marquez et
al. 19, the resulting vector from satellite images, as obtained from the final convolution and the meteorological station data are
concatenated to form a single data vector, which is then provided as input to the MLP. A first concern in this case, was whether
there would be any bias in favor of satellite data in the forecasting procedure, given the larger number of features, in comparison
to that of meteorological data. To address this concern, besides feeding the output from the convolution “as is” to the MLP, we
also considered/evaluated a topology with a dense layer after the convolution, in which a reduced set of 16 features was extracted.

Note that this forecasting architecture arises from the combination of Blocks A and B from Figure 3, for which further details
were provided in the previous sections. Indeed, it is worth noticing that for the case of ground data, different feature subset
configurations are possible. In this case, we adopted the same four sets as already described by Table 2, with the addition
of features obtained from the satellite images. This allows for a fair comparison between the two cases. For this particular
architecture, in which satellite and ground data were combined, the set of parameters presented below was considered.

Convolutional Layer(s) Dense Multilayer Perceptron

# Layers Filter Size Kernel Size
None, 16

Layers Dropout Neurons
1, 2 16, 32 3,5 1, 2 0.15 64, 128, 256

Regarding this forecasting topology, a total of 96 different model configurations were considered for each of the four distinct
feature subsets under evaluation, that is, a total of 384 forecasting models. Models that combine satellite images and ground data
will be referred to as SatImg + Ground Features in the results, e.g., SatImg + UV + Cal.

4.2 Experimental Setup

As previously discussed, a granularity of 30 minutes and forecasts considering 30, 60, 120, and 180 minutes ahead (henceforth
referred to as h — horizon) were considered.A forecasting window was defined between 9:00 AM and 5:30 PM. In brief, the
models we build and evaluate work as regressors, for which, given a set of descriptive features (ground and/or satellite data)
a forecast is produced (estimated GHI). Therefore, given a current time instant t, and a desired forecast t + h, for forecasting
models based on: (i) satellite data alone, images from instants t, t− 30, and t− 60 are provided as input; (ii) ground data alone,
meteorological features from time instant t are provided as input; and (iii) combined satellite and ground data, images from time
instants t, t− 30, and t− 60, within meteorological features from time instant t are provided as input. Recall that, in the case of
meteorological features alone, four distinct subsets are evaluated — as we already discussed within Table 2.
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The dataset was split into 3 sets for evaluation of the models, simulating a real application scenario, as we discuss in the
following. The first one is the training set, which is composed of 70% of the 2018 data. It is worth noticing that this subset
was balanced homogeneously across months, which means that it includes 70% of data from January, 70% from February, and
so forth. Note that, in this way, we guarantee that the training set contains data from the different seasons of the year and also
a considerable weather variability. The second set, comprised the remaining 30% of the 2018 data were reserved for validation
and hyperparameter selection, that is, the determination of the best parameters for the forecasting models when considering
distinct feature inputs. Finally, the third set, accounts for the test data, which was not seen during training or hyperparameter
estimation and, therefore, can be employed to estimate the quality of the models as one would expect to obtain in a real application
scenario. This set is composed of all data points from the year 2019. All data is available under request at Zenodo 2.

All codes for the evaluation were developed in Python, using the TensorFlow framework [23] with the Keras API [24].
Training of the MLP models was performed using Adam optimization with exponential decay. The learning rate parameter was
set to 0.001, and a decay rate of 1e−7. The loss function used was Mean Squared Error (MSE). All neural networks were trained
up to a limit of 10000 epochs, but with early stopping implemented, if persisting for 500 epochs. The batch size was set to 512.

To identify the best set of parameters, for each forecasting horizon a total of 456 different model configurations were evalu-
ated, i.e., 48 models based only on satellite data; 24 models based only on ground data; and 384 models for satellite and ground
data. All evaluations considered the Root Mean Square Error (RMSE) as the evaluation metric, which is defined in Equation 1.

RMSE(y, ŷ) =

√∑n
i=1(yi − ŷi)2

n
(1)

In the equation above, ŷ accounts for the forecasts, as provided by a given model, y account for the desired output (ground truth),
and n accounts for the total number of forecasts. A perfect model would yield a RMSE equal to zero — it is a minimization
metric.

5 Results and Discussion

In order to gain some insight about the problem, we analyzed how satellite images correlated with GHI values measured at
ground. For that, we considered all data points from the dataset within the years of 2018 and 2019. Given that each pixel in the
satellite image accounts for 0.5km in height and width, for the solarimetric station, the location of interest, we considered the
average of four pixels centered at it (an area of 1 km2). At this point, it is important to recall that the satellite images employed
in this work provide information related with reflectance, therefore, one would expect that the lower/higher the reflectance
the higher/lower the GHI, which translates in a negative correlation between both variables. Indeed, that is the case observed
with such an analysis, with a Pearson correlation of −0.34, for the area centered at the soalrimetric station. Even though the
negative correlation follows the expected pattern, it is clear that reflectance data alone has a low linear correlation with GHI.
This indicates that: (i) taking into account solely the reflectance of the pixels within the location of interest might not be enough
and; (ii) different data sources might be necessary to enhance forecasts based on satellite data. We also correlated each one of
the pixels of the cropped area (which will be later be input of the models) with the GHI (note that for each time instant we only
have a single GHI value, as measured at the solarimetric station), resulting in Figure 4. From the figure, one can observe that, in
absolute terms, correlation values obtained for the solarimetric station are amongst the highest ones.

Figure 4: Image depicts in each pixel the average correlation between each pixel of the satellite image (these account for re-
flectance) with respect to the GHI obtained by the ground solarimetric station, considering all data points from 2018 and 2019.

2https://doi.org/10.5281/zenodo.7954973
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It is important to recall that before being provided as input to the forecasting models, satellite images are subjected only to
cropping, in order to reduce their size. This is worth mentioning, given that, according to several studies (see, for instance, Si et
al. 13) the solar zenith angle has a considerable influence in the estimation of GHI, when satellite images are employed. In brief,
the solar zenith angle is the angle observed between the incidence of the sun’s rays and a vertical line at that point. Given that we
do not perform any zenith angle correction, we investigate its impacts in the observed correlations between irradiance (satellite
images) and GHI (measured at ground). Such an investigation is performed only for the four pixels from the satellite image
centered at the solarimetric station, where GHI is measured. This result is shown in Figure 5, for which each point accounts for
the average correlation between irradiance and GHI considering data from 2018 and 2019. It is evident that the sun’s position
relative to the plant strongly influences generation data, and the relationship is stronger around noon, when the solar zenith angle
is minimized, as the sun is positioned directly above the plant. Note that the y axis in the plot is reversed around zero, given that
we place emphasis in negative correlations, which are the expected in this particular application scenario.
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Figure 5: Average correlation considering the years of 2018 and 2019 for reflectance considering the four pixels centered at the
solarimetric station (satellite images) and the GHI values measured at the site. Points are plotted with a 30 minute resolution.

From these analyses we can conclude that there is correlation between irradiance, as estimated by satellite images, and
photovoltaic power generation. This is indeed verifiable on the basis of a strong correlation between GHI and photovoltaic power
output. Even though only weak to moderate negative correlations were observed between reflectance estimated from satellite
images and GHI, these account only for linear relationships, and can hide more complex relationships. Moreover, given the great
impact of the solar zenith angle in such a correlation, satellite images will be fused with data from different sources, in order to
account for such factors and obtain better forecasts.

For the evaluation of the forecasting models we consider the observed RMSE regarding the test set, for the four forecasting
horizons, that is, 30, 60, 120, and 180 minutes. As we discussed previously when presenting each of the data sources, in particular
for the case of satellite data, we did not perform any correction and/or adjustment in order to account for the zenithal angle. This,
in turn, might influence the quality of the forecasts made by the models. The addition of calendar data, that is, the day of the year
and minute of the day, was conceived as an attempt to circumvent such a factor. In order to assess whether such an addition was
effective or not, we depict in Figure 6 boxplots for RMSE regarding all models under evaluation that considered only satellite
images and satellite images in addition with calendar data, respectively. We can observe that for all configurations in all time
horizons, the inclusion of the day of the year and minutes of the day significantly improved the result (lower RMSE values), with
percentual improvements of 29.7%, 36.4%, 36.6%, and 36.6% for the horizons of 30, 60, 120, and 180 minutes respectively.
Such improvements are computed considering the models after hyperparameter tuning, that is, the best parameter combination
in each scenario. It is clear that by adding calendar data better forecasts are obtained, in general. In view of these results, we
proceed with a detailed analysis considering only forecasting models that take this particular information into account.

We will split subsequent analysis in two parts. The first one contrasts the results obtained with satellite image data with those
of satellite and ground data, without considering the UV feature (Ultraviolet Index). The second part compares the same data
sources, in this case, however, taking the UV feature, as obtained from ground data into consideration.

The first part of the analysis is summarized by the boxplots depicted in Figure 7. Note that for all forecasting horizons, the
forecasting models that take as input satellite images (namely SatImg + CAL, SatImg + AT + RH + WS + CAL, and
SatImg + AT + RH + CAL) present, overall, similar results in terms of RMSE distribution. In fact, there is only a slight
decrease in the median RMSE (this is also true for the overall boxplot distribution) when meteorological features are added to
the satellite images. This observation corroborates with our assumption that calendar data is an important aspect to the models,
aiding their mapping when forecasting GHI values. Furthermore, these results indicate that the addition of ground station data
did not provided significant improvements. Exception can be observed for the forecasting horizons of 60 and 120 minutes, in
which models that take only satellite images and calendar data provided slightly superior results w.r.t. the others. From these
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Figure 6: Distribution of RMSE results for all models trained in the presented configurations, in 2019.

plots, one can also observe that, as expected, the RMSE of models tend increase as the forecasting horizon is expanded.
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Figure 7: Distribution of RMSE results for all models trained in the presented configurations, in 2019.

As the UV feature (Ultraviolet Radiation) has a strong correlation with GHI, we choose to analyze its influence on the models
separately. In the graph in Figure 8, we depict results for the forecasting models with and without considering the UV feature. In
this figure, one can note a significant increase in the model’s forecasting quality across all horizons with the addition of the UV
component. However, this influence is much stronger at the 30-minute horizon, which is an expected result. Indeed, the gain in
forecasting quality at the 30 minute horizon is of 21.16% using only the UV component and 26.4% when combining UV with
satellite data, when compared to the counterparts without UV. However, for longer horizons, the UV component begins to reduce
its influence on the model. Specifically, considering the 180 minute horizon, it shows only a slightly superior forecasting quality
when compared to those of the satellite images alone, with a 2.9% improvement.

Finally, we take into further consideration only models that take into account UV as input parameter, alongside satellite
images and ground data. Results are shown by month in Figure 9. When we evaluate the series throughout the months of the
test set (2019 year), as shown, one can notice a deterioration in performance of the forecasts for the months in the interval from
August to December for the 30-minute and 60-minute horizons, and from October to December for the 120-minute to 180-minute
horizons. Apart from that, it becomes evident that, once the UV parameter is added to any model, the use of additional features
has only marginal effect on the forecasts. It is important to note, however, that UV measurements may not be readily available
and, furthermore, the use of satellite images opens new possibilities, allowing for the estimation of GHI in areas without the
possibility of ground measurements, for instance. Moreover, as we already discussed, the significance of UV values for longer
forecasting horizons tends to decay.

We close our discussion of the results by depicting the best results for each model configuration, in Table 3. Once again, note
that the addition of the UV feature greatly reduces RMSE values. Furthermore, even considering the best models, the addition of
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Figure 8: Distribution of RMSE results for all models trained in the presented configurations, in 2019.

(a) (b)

(c) (d)

Figure 9: Monthly RMSE for the year 2019.

calendar data provides a significant improve when considering the baseline of only satellite images alone. Although it is difficult
to directly compare our results to those of similar works (given that solar irradiance is highly dependent on the actual location
of the plant), we observe that the RMSE values obtained in our work behave similar to those reported by [19] and [13] across
different forecasting horizons, that is, the higher to horizon, the higher the RMSE. In perspective with these two works, the RMSE
values obtained in our work are slightly higher. Once again, however, we emphasize that locations and model architectures differ,
making it difficult to establish a direct and unbiased comparison with these related, yet different, works.
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Table 3: Summary of the best RMSE results for each feature subset considering the different forecasting horizons.

Model Configuration
RMSE
30min
W/m2

RMSE
60min
W/m2

RMSE
120min
W/m2

RMSE
180min
W/m2

SatImg 182.27 205.85 234.94 244.06
SatImg + CAL 128.21 130.87 148.80 154.82
UV + CAL 101.08 126.38 149.14 154.43
UV + AT + RH + WS + CAL 101.54 131.67 161.38 164.72
AT + RH + WS + CAL 180.95 188.56 187.18 187.71
AT + RH + CAL 188.41 188.04 192.48 188.92
SatImg + UV + CAL 94.36 120.33 143.86 150.33
SatImg + UV + AT + RH + WS + CAL 94.55 121.24 144.56 153.40
SatImg + AT + RH + WS + CAL 124.39 134.40 150.15 154.50
SatImg + AT + RH + CAL 123.30 135.24 149.54 154.87

6 CONCLUSIONS

This study evaluated different deep learning approaches for the forecast of GHI values at 30, 60, 120, and 180-minute
horizons, integrating satellite images with meteorological data (obtained from a ground station) to investigate their influence on
the results. For this purpose, research scenarios were presented where the influence of the variables with the greatest weight,
namely, day of the year, minutes of the day, satellite images, and UV radiation, were analyzed for each horizon.

We observed that adding temporal data such as time of day and day of the year resulted in a significant improvement in the
results for all prediction horizons. The proposed models benefited from these components to adjust network parameters to make
it more sensitive to GHI variations caused by the sun’s movement relative to the plant. This gain intensified with the increase
in the prediction horizon, demonstrating that for longer horizons, temporal data has greater influence. These results show that
temporal data tends to positively influence prediction.

We identified that models using only climatic data from the meteorological station, including air temperature, relative hu-
midity, wind speed, and temporal data, provided inferior forecasts compared to models using only satellite data and temporal
data, with improvements of 41.14% at the 30-minute horizon and 21.24% at the 180-minute horizon when compared to models
without satellite images. Thus, we observed that satellite images significantly improve these models at all proposed horizons.
However, with an increase in the forecasting horizon, the influence of satellite images on the results begins to decrease, with
inferior performance as the horizon increases. When combining meteorological data with satellite data, we noticed only a slight
performance gain compared to models using only satellite images and temporal data.

We observed that the UV component has a significant influence on the network’s performance in predictions with shorter
horizons. When comparing prediction models using only satellite images with those using only UV radiation, the latter had
a performance 21.16% higher compared to only satellite images and temporal data at the 30-minute horizon. This result is
attenuated with the increase in the horizon, where the gains from adding the UV component end up being smaller.

Finally, the results obtained here confirm that satellite images positively influence neural network models for predicting energy
generation in photovoltaic panels. The addition of satellite images resulted in improved models, especially at longer horizons. It
is worth noting that although the UV component or GHI itself is ideal, it is not always possible to install a solarimetric station
to analyze the energy potential of a specific area. In this condition, satellites are accessible and provide a cheap alternative for
mapping and have the capability to function as well as the station for GHI prediction.

As future work, we plan to investigate if the estimates obtained in a particular location can be transposed to different ones,
of course, with the addition of further features that would minimally describe locations. In this sense, this would allow for the
generation of location agnostic models, which, in turn, would be able to provide the photovoltaic potential of a particular region
of interest, without the need of any ground data.
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