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Abstract — Identifying Customer Induced Damage (CID) is a key part in warranty programs of electronics manufacturers.
CID is defined as any damage in the unit performed by an unauthorized person including the customer in a Printed Circuit Board
(PCB). In such cases, damaged units are not covered by warranty. The inspection of CIDs is usually performed by humans which
may be costly and error prone. Modern computer vision techniques for object detection using deep neural networks can automat-
ically and accurately detect CIDs on PCBs. The training of such networks requires a large labeled dataset of image examples of
CIDs. Daily, hardware factories and repair centers generate hundreds of unlabeled images. Labeling them manually is laborious
and time-consuming. Therefore, it is crucial to label the minimum amount of images such that the trained neural network can
achieve comparable accuracy as if it were trained with the whole dataset. To this end, we propose an active learning approach
that selects the most informative images for the object detector. For that, our approach is based on the uncertainty of the object
detector, i.e., it selects new images based on class probability distribution given by the object detector. Also, we tackle some
challenges that are intrinsic to this problem: i) it is a multiclass object detection problem since there are many types of defects;
ii) there is a class accuracy imbalance; iii) there is a focus on recall, e.g. false positives are less harmful than false negatives,
and iv) there are many images with no object which should not be selected for labeling. We evaluate this approach by using it to
iteratively sample data, train and evaluate a model, and compare it with randomly sampled data. The results show that our method
consistently outperforms random sampling by an average margin of 21.6%, proving to be a viable alternative for reducing the
labeling cost and increasing detection accuracy in this domain.

Keywords — Customer Induced Damage, Printed Circuit Board (PCB), Deep Learning, Computer Vision.

1 Introduction

Printed Circuit Boards (PCB) are crucial components in many electronic devices. It consists of conductive and insulating
layers that integrate other electronic components. Given its fundamental role, the inspection of PCB is a critical task that is
performed by electronic manufacturers aiming for quality control. It is well known that the inspection of PCB is mainly done
manually by humans [[1]]. Since the task is time-consuming and the damages may be very small or subtle, manual inspection
is considered labor-intensive and subject to errors [2]. For these reasons, many researchers have been working on automatic
inspection methods for PCB [1+8]. While most works address the automatic inspection of damages in PCB originated during
manufacturing process, another relevant kind of damage is Costumer Induced Damage (CID). This damages occur due misuse of
the product, and their inspection impact in the cost of warranties and repairs processes of hardware manufacturers.

First approaches on automatic PCB damage detection were based on various classical image processing techniques such
as template matching [[7]], image subtraction [8]], and mathematical morphology-based features [|1]. More recently, remarkable
progress has been made by the use of deep neural networks for object detection. More specifically, these approaches are based
on convolutional networks [2}]3]], YOLO (You-Only-Look-Once, [9]]) [4]] and Transformers [5}6].

Training deep learning networks requires a dataset of images labeled with the category of the damage and its bounding box.
The availability of unlabeled images collected from factories and repair centers is abundant, which is not the case for labeled
images. Building a labeled dataset for damage detection demands humans with specialized knowledge to annotate a unlabeled
pool of images, which is a costly and laborious process.

Reducing costs is a subject of great interest to the industry. Therefore, active learning (also called optimal experiment
design) is subfield of machine learning [[L0] where the goal is to label the least number of images of the unlabeled pool so that
a learning algorithm obtain a similar accuracy compared to the methodology where we label the entire unlabeled pool and feed
it to the learning algorithm. An active learning approach poses queries to the human annotator for labeling images that are most
informative.

Uncertainty-based active learning approaches take an object detector that predicts the class distribution probability per object
prediction to select new images for labeling. In the CID detection problem, some challenges arise: i) there are many type
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of damages, i.e., it is a multiclass object detection problem; ii) there is a class accuracy imbalance, some classes have lower
accuracy than the others; iii) it is preferable to have a false positive, where a specialist can double check if the predicted damage
is true, than a false negative where the hardware is shipped to the client with damage which leads to customer dissatisfaction and
cost of repairing. Thus, there is a focus on recall; iv) many images have no visible damage, i.e., no objects to detect and therefore
should be avoided to be selected for annotation.

General purpose active learning approaches based on uncertainty for generic problems have been proposed in the literature
[11,[12]]. Also, many works tackle specific related computer vision problems as facade defects detection [13|], surface defect
detection [[14] and chip welding short circuit defect detection [[15].

To this end, we present our active learning approach for CID detection in PCB using deep learning methods for object
detection. Our approach is an iterative process with a human annotator in the loop for labeling images. It is composed by two
main stages: i) Image Scoring stage where, given an image, the uncertainty scores of the object predictions for this image are
aggregated, grouped by object classes, and the score of the class with highest uncertainty is used to create the priority score,
for prioritize images with many uncertain objects predictions regarding one class; ii) Image Selection stage, where our approach
assign images to classes with highest uncertainty and takes into account the class recall imbalance to select more images from
the classes that have a smaller recall. We named this strategy Categorical Uncertainty Sampling Active Learning (CUSAL). Note
that our approach is object detector-agnostic, we do not require modifications in the base object detector, it is just required that it
computes the class probability distribution per object prediction.

We evaluate the effectiveness of our method in a loop of training and testing models with state-of-the-art architecture, where
at each iteration we add a fixed quantity of data sampled with our method to the training set. As a baseline, we do a similar
loop but with randomly sampled images, simulating the developing of a machine learning model without active learning. We
compare the evolution of the learning curves. The dataset used in this work is a real-world set of images from a large hardware
manufacturer repair center of motherboards. The images were collected under diverse conditions of illumination, background,
PCB position and orientation, making it a challenging problem. The experimental results show that our method is a promising
approach, as it consistently outperforms random sampling in terms of the standard object detection performance metric, mean
Average Precision (mAP), by an average of 21.6%. The recall improved by an average of 39%, with a improvement of 60% for
the class with lower accuracy. It also has considerably better result in sampling useful images, i.e., images with visible damage,
which would make a relevant impact in reducing annotation efforts.

The remainder of this paper is as follows. The main concepts are presented in Section 2] Section [3] presents the related
works found in literature. In Section ] we describe our proposed method. Section [5]presents our experimental evaluation and the
discussion of the results. Finally, Section[6|presents the conclusion and future research directions.

2 Theoretical Background
2.1 Customer Induced Damage

Damages in electronic components, such as motherboards, can lead to some malfunction or failure on their devices. Those
damages may be originated in different ways. Often related works treat damages originated by manufacturing process. The
electrical component companies’ facilities avoid those damages through the quality control process. But there is another industrial
common way to originate damage that is the Customer Induced Damage (CID). CID is defined as any damage in the unit
performed by an unauthorized person, including the customer. Examples of types of CID include cracks, scratches, pin bent,
liquid spillage and burns.

Such kind of damages may lead the companies to spend a huge amount of money on warranties, and because of that, it is
important to identify CID. A default standard for the industry is that the warranty does not cover CID and thus, CID detection
may help the company to save money.

2.2 Deep Neural Networks

A Deep Neural Network (DNN) is a stack of standard neural networks, such as a feed-forward neural network or even a
convolutional network. This deep version outperforms the shallow networks [16] in the object identification and classification
problem. The DNNs are able to locate and classify precisely objects in images.

Commonly, DNNs for object detection and segmentation are divided into the backbone and prediction network. The backbone
is an FPN-like DNN (Feature Pyramid Networks) [[17]. It recognizes the image features and generates the feature map. It is
usually trained with a general-purpose image dataset, such as ImageNet [[18]]. Then, the feature map is passed to the prediction
network, which predicts the class and the bounding box containing the detected object. Bounding boxes are described by the
(z,y) coordinates of the upper left corner, the width and the height.

In this work we investigate as prediction head the Mask-RCNN [|19]], using as backbone network the Swin architecture [20].

2.2.1 Mask R-CNN

The Mask R-CNN is a framework of Deep Neural Networks proposed by Facebook AI Research [[19]]. Its objective is to detect
objects in images and generate high-quality segmentation. This approach extends Faster R-CNN [21]] and applies a new branch
of segmentation for object mask prediction. The process is applied parallel with the existing process to localize the bounding box.
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Once the model has the feature maps from the FPN, it feeds the Region Proposal Network (RPN), a lightweight binary classifier.
The RPN proposes regions that may contain objects. After that, another network, called RolAlign, receives the proposed regions
as input and assigns them to areas of the feature map, generating the bounding boxes. Moreover, now it fed the fully connected
layers to make the classification. The RolAlign output also fed the CNNs to process the segmentation. Currently, this technique
is state-of-the-art on Real-Time object detection on COCO minival benchmark [22].

2.2.2 Swin

This backbone network is a new method of Transformers used in the computer vision field proposed by Microsoft Research
Asia [20]]. The purpose is to develop a new general backbone to vision tasks adapting Transformer from language domain. The
method uses hierarchical Transformer computing with shifted windows. In this schema, the self-attention is computed to non-
overlapping local windows while allowing for cross-window connection. It brings excellent efficiency compared to the default.
Currently, this technique is state-of-the-art on Object Detection and Instance Segmentation on COCO test-dev.

2.3 Evaluation metrics in object detection

In the evaluation of models of object detection some key metrics are used. In this work we focus our attention in two: recall
and mAP. The mean Average Precision (mAP) is the most widely used metric to judge performance in object detection task. It
provides an overall evaluation of the model’s ability to accurately detect objects and localize them in an image.

To compute m AP, the following steps are typically followed. We are first given a list of predictions for each image by the
detector. Each ground truth (GT) bounding box in the image is then matched to the highest overlap detection. To qualify as a true
positive match, the detection must have the same class as the ground truth and an intersection-over-union (/oU) overlap greater
than some threshold. The ToU metric, compares two bounding boxes A and B as IoU = Iﬁgg} . A typical IoU threshold is 0.5,
which is referred to as m A PQ50.

GTs without a correct match are computed as false negatives, and predictions that does not match any GT are false positives.
The precision is the ratio of true positives to the sum of true positives and false positives, while the recall is the ratio of true
positives to the sum of true positives and false negatives.

For each class in the dataset, one model’s predictions are ranked based on confidence scores. A precision-recall curve is then
constructed by varying the threshold for accepting a detection as positive. The area under the precision-recall curve is calculated,
yielding the average precision (AP) for each class. AP represents the model’s performance in terms of precision and recall for a
specific class. Finally, the AP values for all classes are averaged to obtain the m AP, which gives a single performance score for
the object detection model across all classes.

2.4 Active Learning

Active learning is a machine learning paradigm that aims to maximize model performance while minimizing the labeling
effort [10]. It addresses scenarios where labeled data is scarce or expensive to obtain, such as in speech recognition [23],
document classification [24], image recognition [25] and object detection [11]. The key principle underlying active learning is to
iteratively select the most informative instances from an unlabeled dataset and label them for model training, making it perform
better with less data. The instance informativeness refers to the quality of an instance in terms of its potential to improve the
learning model’s performance. One of the most popular and effective strategies in active learning is uncertainty sampling [26].

Uncertainty sampling is a query approach that leverages the model’s ability to quantify its uncertainty in predictions to select
samples for labeling. The underlying principle is that the model should prioritize labeling instances about which it is most
uncertain, as these instances are expected to provide the most valuable information to improve the model’s performance. This
uncertainty can be measured in various ways, but three common uncertainty measures are typically used in practice: (1) least
confidence sampling [27], (2) margin sampling [28] and (3) entropy sampling.

Least confidence sampling operates under the premise that instances with the lowest confidence in predictions should be
labeled first. This strategy selects instances for which the model is least certain about the correct class. These instances can be
informative as they are more likely to benefit from additional labeled data to reduce model uncertainty. Margin sampling aims to
select instances for which the model assigns multiple class labels with similar confidence, i.e., cases where the predicted prob-
abilities for the top candidate classes are close to each other. These instances are considered more challenging and informative
for model improvement, as the classifier is uncertain about the correct classification. Entropy sampling leverages the concept
of information entropy to gauge uncertainty. For each instance, the entropy of the predicted class probabilities is calculated.
Higher entropy values indicate greater uncertainty, as they signify that the model’s predictions are more evenly distributed across
multiple classes. Consequently, instances with higher entropy are prioritized for labeling. The choice of the specific uncertainty
measure often depends on the problem at hand and the characteristics of the dataset.

Another important active learning strategy is diversity sampling, which focuses on selecting instances for labeling that offer
a diverse set of perspectives or information to the model, representing the entire data distribution [29]. The goal is to choose
instances that are not only uncertain but also diverse in their content or characteristics. This approach helps ensure that the
model receives a well-rounded set of examples, improving its generalization and robustness. Common approaches often rely
on quantifying and minimizing the similarity between samples. Practitioners must balance the trade-off between exploration,
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seeking diverse and challenging instances, and exploitation, focusing on instances where the model’s improvement is most
critical.

Commonly, in scenarios where active learning is applicable, a large pool of unlabeled data I/ is available for selection. In
such scenarios, a substantial pool of unlabeled instances is initially gathered. The active learning algorithm then iteratively
selects a subset of these instances for labeling, with the goal of maximizing the model’s performance. The ability to actively
select informative samples for labeling has the potential to significantly reduce the annotation burden and accelerate the training
process, making it a valuable technique for a wide range of machine learning tasks.

3 Related Work
3.1 PCB Defect Detection

The field of automatic defect detection in PCBs has gained attention from researchers due its vital role in industry. The work
by Crispin et al. [[7] addresses the automation of PCB component identification using a genetic algorithm template-matching
approach. Other studies have demonstrated the use of the subtraction method [8]]. While these proposed approaches can success-
fully locate defects, they can also incur high costs. A similar issue is addressed in [1]], where features based on mathematical
morphology are employed. More recently, significant advancements have been achieved by utilizing deep neural networks for
object detection [2,3]]. Specifically, convolutional networks have been extensively experimented with in these approaches.

The work of Adibhatla et al. [9] utilizes a YOLO (You-Only-Look-Once, [4]) CNN to locate defects on PCBs. The proposed
model is capable of locating defects but does not provide any classification of such defects. A new CNN architecture based on
the attention mechanism is proposed in [5]. This novel architecture is used to locate and classify defects on the surface of PCBs
and has already demonstrated promising results [6].

However, none of these works address the problem of scarcity of labeled data for training deep learning models or the high
cost of image annotation. In [30,31], the authors used semi-supervised learning techniques to exploit to the available unlabeled
data to improve model performance. However, one major challenge in semi-supervised learning is dealing with the quality of the
unlabeled data. If the unlabeled data contains noisy or irrelevant examples, which occurs in the scenario addressed in this work,
it can negatively impact model performance. Therefore, active learning poses as a promising strategy to improve performance
and reduce annotation cost by selecting high quality and informative images for annotation.

3.2 Active Learning Strategies

Applying active learning techniques in deep object detection is currently an open problem, as most works found in literature
focused in classification problems. In [11]], the authors combined a novel active learning approach for object detection with an
incremental learning scheme, enabling the continuous exploration of new unlabeled datasets. Scores from individual detection
are aggregated into a score for the whole image, and the margins of predictions are combined to identify valuable instances. The
authors proposed several uncertainty based active learning metrics for object detection.

In [[12], the authors proposed a two-stage Plug and Play Active Learning (PPAL) algorithm for active learning. Firstly, the
proposed method utilizes a category-specific difficulty coefficient that considers classification and location to reweight object
uncertainties for uncertainty-based sampling. Subsequently, they measure similarities between images from multiple instances,
where each object is paired with its most similar counterpart in another image to calculate per-instance simulation. Model
performance is evaluated using Mean Average Precision (mAP). The experiments demonstrate that PPAL exhibits strong gen-
eralization capabilities and outperforms previous approaches across multiple architectures and datasets.

Regarding the creation of active learning methods for specific domain tasks, in [32] the authors introduced Active Learning
for Automated Visual Inspection of Manufactured Products. The authors compared three active learning approaches and five
machine learning algorithms applied to the visual processing of defects using real-world data. The active learning strategies
employed were pool-based, stream-based, and committee-based querying. It was found that the MLP model achieved the best
performance regardless of the active learning strategy.

In recent years, various approaches have been proposed for defect detection, involving the analysis of different active learning
methods [13]], [14], [15]. Typically, active learning methods adopt the degree of uncertainty approach and other approaches such
as the degree of representativeness and the mean margin method.

In [14], the authors employed an uncertainty sampling approach based on defect image information. Initially, a list of
candidate products for annotation was selected using this uncertainty sampling. Then, the sampling scale was estimated using
the average margin method. The essence of uncertainty lies in information entropy, which measures the amount of information,
with higher information entropy denoting richer information. The results demonstrated the effectiveness of the proposed active
learning method.

In this work, we present an active learning approach for PCB damage detection using deep learning methods for object
detection. Our method differs from the other presented works by considering specific problems in the PCB damage detection
domain: an emphasis on recall, a class accuracy imbalance, an available data pool of unlabeled images with a high percentage of
images with no visible damage. To the best of our knowledge, no other work addresses the same issues or uses the same strategy
adopted in this work.
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(a) Non visible damage, as the PCB is cov- (b) Blurred or unfocused image, with no vis- (c) Photography taken from a long distance,
ered ible damage making the area of the damage very small

Figure 1: Examples of low quality and non-informative images found in the dataset.

4 Categorical Uncertainty Sampling Active Learning
4.1 Problem definition

As stated previously, in the scenario addressed by this work, a large set of non-annotated images of PCB containing CID is
available. Those images were collected from repair centers of a large hardware company. However, no standard procedure was
followed in the capture of the photographs, resulting in images with diverse conditions of illumination, zooming, background,
position and orientation of PCB.

It is observed that a considerable portion of images lack informativeness for training deep learning models, due the absence
of any visible CID or due the low quality of the image, which lowers the signal-noise ratio. Figure [I]illustrate some types of
challenging images found in the data. Images without visible CID can be resulted from human error or lack of care in the photo
framing. Such images increases the annotation cost, since they demand time and attention of the annotator just to be ultimately
discarded, since they do not contribute for the learning of the model.

Other types of low quality images includes images that are blurred, out of focus, have low resolution and zoomed-out images.
There is also an imbalance in the quantity of images regarding the different categories of CID. Furthermore, the proportion of low
quality images is higher in some categories, making the detection of such categories even harder. Particularly, images of the CID
category of pin damage are minority in comparison with other categories and also had a higher proportion of low quality images
and images without visible CID. It was verified empirically from initial exploratory experiments that a detection model achieves
lower performance regarding this kind of damage. This impacts specially the recall, which has a higher cost in this domain.

Thus, in order to optimize annotation efforts, an active learning method for this scenario must address those issues, selecting
the most informative images from a pool with a considerable proportion of inadequate images and with classes that are harder
to detect, with focus in recall. Such method should have a higher probability of sampling images with visible objects, reducing
the human annotation effort of searching for CID in such images. We highlight that although this described scenario refers
to a particular task and dataset, there are many real world scenarios that share the same or similar characteristics: a task of
object detection, a large unlabeled data pool with a high proportion of low-quality or non-informative images, a class accuracy
imbalance and a focus on recall. Thus, the proposed method could be applied in such scenarios.

4.2 Overview of the method

The proposed Categorical Uncertainty Sampling Active Learning (CUSAL) method is a form of uncertainty sampling adapted
for the task of object detection, where we use a previously trained and evaluated model to make predictions on a unlabeled data
pool U and use this predictions to sample k£ images to be annotated. CUSAL is model-agnostic, as it do not require modifications
in the architecture of the object detector, just requiring that it computes the class probability distribution per object prediction.

Our method is divided in two main stages: Image Scoring and Image Selection. The first stage aims to assign a priority score
for each image in the unlabeled images pool. The priority score is calculated by summing the uncertainty scores of all predicted
objects, grouped per class. We named this value as categorical uncertainty. Then, the priority score assigned to the image is the
highest categorical uncertainty. This strategy aims to select images that are representative of each class, which usually is not a
characteristic of the task of object detection, since one image may contain objects from multiple classes. In this stage we also
assign the class with highest sum of uncertainty to the whole image, as if it was classification task. The second stage aims to
select k images, balancing the quantity of images from each assigned class by the recall per class, which is calculated from a test
set.

Intuitively, our method aims to select images that a model is least confident regarding one class, which would improve its
learning in detecting objects of that class, while also balancing the examples of objects of different classes by their difficulty of
detection, inferred by the recall. It is expected that this strategy results in a faster ascending learning curve, as well as reduce
the gap of detection performance between classes. We also expect it to reduce the proportion of images with absence of visible
damage and low quality images, since a model is likely to made fewer predictions on such images.
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Figure 2: Overview of the proposed Categorical Uncertainty Sampling Active Learning method

Our method can be represented as a function A(k,U) = S, where S is a sample of k images from ¢{. This function can
be applied in a loop, sampling k images at each iteration, with a human annotator in the loop labeling those images, re-training
and evaluating a model and using it to sample more images in the next iteration. The cycle finishes when a stop condition is
satisfied, which can be the spending of an annotation budget or achieving required level of performance. The complete process
is illustrated in Figure[2] The next subsections details each stage thoroughly.

4.3 Initial labeling

As stated before, we assume that a large pool of unlabeled images is available. Before the first iteration of our method, is
necessary to randomly select a sample of images from the pool for annotation in order to train and evaluate the first model M.
Therefore, the selected sample will be divided into a initial train set 7 and a fixed test set V.

Although the exact size of the initial sample cannot be precised, it must be large enough so the test set is representative of the
task, as it will remain fixed during the next iterations. In the initial iteration, the test set can be considerably larger than the train
test. After train the first model, it most be evaluated with the test set, calculating the recall of each class. The recall will be used
in Image Selection stage.

The train set must be just large enough to allow the first model achieve a minimum performance. If one model has not learned
enough it may not make any prediction in images, i.e., all the image is considered background. In such cases our method will
fail, since the prioritization score depends on the class probability of predictions. If no prediction is made in none image, they
cannot be ordered by priority. Empirically, we found that achieving mAP@50 > 0 is enough for our method to work in the
initial iteration.

4.4 Image Scoring

The objective of the Image Scoring stage is to assign a priority score and a class for each image from the unlabeled images
pool, by exploiting the uncertainty of predictions of a trained and evaluated model. In classification tasks, is straightforward to
assign an uncertainty to each input, since there is one uncertainty by input. But in object detection tasks we can have more than
one output by input, i.e. it is a one-to-many type of task, where one image can have multiple objects. As so, we need to devise a
strategy to use the uncertainty of predictions to the whole image.

We took a similar approach as [[11]], where the priority is calculated as a aggregation, as the sum or average, of the uncertainty
of all predictions of a trained model in one image. However, in order to address the class unbalance accuracy, we sum the
uncertainties grouped by class, which we call categorical uncertainty, and chose the priority score as the highest categorical
uncertainty. Although in object detection we do not have one class associated by each image, we also make this attribution as it
will be necessary for the stage of Image Selection, when the number of sampled images will be balanced by the assigned classes.
This strategy should sample the most informative images regarding each class, reducing the gap of performance between classes.
The steps of Image Scoring stage are described below:
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1. Atround 7, use a trained and evaluated detection model M; to make inference over all images of pool /. On each image
x,asetof Q = {bf}c, b2,...,b%} bounding boxes are predicted . Each bounding box contains a distribution of probability

{p. 11, Py, -, Py} C UL of the predicted bounding box b7, belonging to a class C' C {B, 1,2, ..., N} of N predetermined
classes, including the background B.

2. Calculate the uncertainty u; of each prediction bl by the least confidence sampling method. This uncertainty is defined as
u! o = 1— pl, where p, = argmax{p},p}, ..., pi }, i.e., the maximum confidence score on the class C, excluding the
confidence of the background.

3. Calculate the categorical uncertainties of each image x, which are defined as the sum of uncertainties of each class. For

each image x there will be a set of categorical uncertainties {uz1, g1, ..., Uz N + C &, where u,c = Z?:l ui o
4. Assign to a image x a priority score s, equals to the highest categorical uncertainty s,, = max{uz1, Uz1, ..., Uzn } and
assign to the image the class of the highest categorical uncertainty z¢ = argmax{uz1, Uz1, ..., Uz N }-

The intuition of the Image Scoring stage is that it will prioritize images with higher uncertainty regarding just one class. We
argument that this strategy allows to select the most informative images of each class, which would benefit the goal of improve
the general performance and reduce the gap of the classes harder to detect. Differently of the approach taken by [11]], where any
uncertainty measure could be used as priority score, such as entropy of margin sampling, in our approach we are set to the least
confidence, as it allows to assign an uncertainty for each class. In the next stage, our method balances the number of examples
of each class.

4.5 Image Selection

In the Image Selection stage, a given number of k previously scored images will be selected for manual annotation. As
stated before, it is observed that some classes are potentially harder to be detected than others. As so, more examples of images
containing objects of such classes must be selected in the sample in order to improve the capacity of detection in such classes.
The Image Selection stage make this balancing using the recall metric. It can be divided in the following steps:

1. At each round i, group all images in subsets G¢ of images of the assigned class C' during the Image Scoring stage.
2. In each subset G¢, order the images by their prioritizing score s,,.

3. Compute the difficulty score of each class C' as dc = 1 — R¢;, where R ; is the recall of class C, which is previously
calculated during evaluation of model M;. R¢; is calculate for a fixed threshold of confidence ;.

4. Compute the number of samples of each class C' as the floor of normalized difficulty score multiplied by the number & of
kXxd. J

images: = |=r 5

ges: o = | 8o de

5. Select the top go images of each respective subset. If the number of selected images is less than k, add the remaining
images to the subset of higher g¢, so it becomes ¢, ., = Gmaz + &k — Zgzl qc.

After the Image Selection stage, the selected sample of k images will be manually annotated by human experts and so can
be added to the training set and used to retrain and evaluate a model. As stated before, in this framework, the cycle of sampling,
annotation, training and evaluation can be repeated until a desired condition is satisfied.

5 Experiments

In this section we detail the experimental setup devised to validate our proposed method, present and discuss the achieved re-
sults. Our experiments were performed on Google’s Colab Pro+ environment, using a NVIDIA A100-SXM GPU with 40960MB
of memory. We used Python 3.10.12 [33], Pytorch 2.0.1 [34], Cuda 11.8 [35] and the framework MMDetection in 2.25.3 ver-
sion [36]].

5.1 Methodology

Our experiments intend to validate our proposed active learning method as an effective alternative for the reduce the labeling
cost in the task of developing a CID detector in PCB. For such, we use an annotated dataset to evaluate the performance of a
detection model in a loop, where at each iteration we add k images to the train set, sampled using CUSAL. As a baseline for
comparison, we do the same loop of evaluation, but adding images to the train set by random sampling. This setup is supposed to
be representative of a real-case scenario of training a machine learning without active learning, where images are sampled from
a large data pool and annotated at each iteration. This ideal setup was not used due the unavailability of human experts for data
annotation. We detailed the active learning loop as follows:

1. From a annotated dataset D, randomly select 20% of the images to be the test set V' that will be used for evaluation. The
remaining 80% will be used as it was an unlabelled pool of images U/, from where data will be sampled at the first iteration.
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(a) Class D, break (b) Class S, scratch (c) Class P, pin damage

Figure 3: Illustration of each class of CID present in the dataset. The images were zoomed in to highlight the damages.

2. Create the first training set 7 as a random sample of U, with size of 0.1 X |Up].

3. At each iteration 4, use 7; to train a detection model M. Evaluate M, over V, calculating the recall by class R¢ and the
mAP.

4. If there are still images remaining in the data pool U; 1 = Uy — T;, apply A(k,U;) = S;+1 to sample k new images, where
k = 0.05 x |U;]. Le., at each iteration approximately 5% of the initial pool are sampled. If there are no images left, end
the loop.

5. Add the sampled images S;41 to the current training set to create the next iteration training set 7;11 = 7; +S;41. Go to[3

The random sampling loop follows an analogous process, except that in the step [3] the sampling of the images is done
randomly, with uniform probability over all images. At the end of each loop we can compare the learning curve of both sampling
methods, i.e., the evolution of m A P@50 as the training set increases size. Other relevant metric is the quantity of useful sampled
images at each iteration. As disclosed before, there is a considerable proportion of images without any visible damage present
in the dataset. We will compare the proportion of those images in the iterations of both loops. Finally, since our method aims to
improve the performance of detection on the classes that are harder to detect, it will be analysed the evolution of recall by class
in both loops.

Some considerations must be made regarding the conditions of the data pool I/;. One assumption made by our method is that
a large data pool with a high diversity of unlabeled images would be available, from where the active learning method would
sample the most informative images. However, due the unavailability of human experts to iteratively annotate images and the
limited number of annotated images to experiment with, this assumption does not completely hold on in these experiments.

As so, the results are limited by two aspects: i) the dataset D was sampled randomly from the “true” large data pool U/
and annotated by experts, which means that it probably does not contains the most informative data of 4. L.e., our method is
limited to sample only the most informative data from D which is random subset of the much larger set I/; ii) as the number
of iterations increases, the train data used in the active learning loop and the train data used in the random sampling loop will
become increasingly similar until become the same, as the images in {/; are sampled to exhaustion.

Given these considerations, we intend to analyze the difference between random sampling and the active learning method,
with emphasis in the initial iterations, when the assumptions of our method better hold on.

5.2 Dataset

The dataset D contains a total of 2,844 RGB images of motherboards photographed by technicians from repair centers of
a large hardware manufacturer company. The images have an average resolution of 2300 per 3200 pixels, with 96 dpi, and an
average file size of 1.6MB. The images were analyzed by experts that annotated the location and the class of the CID in the
images, when present. The annotations follows the standard COCO dataset format [22]. There are 3 classes of CID present in
the annotations, that follows the company guideline: S, that includes abrasion and scratches; D, that includes cracks, break, and
distortion; and P, pin damage. The description of this classes are summarized in Table [T and Figure [3]illustrates a example of
each class. We point out that there are other possible types of classes of CID, such as burn damage and liquid spillage. Such
classes are not present in the data we had access to, but they can be addressed in future work.

As mentioned before, in the scenario at hand, a considerable amount of images does not contain any visible damage. Of the
total images in dataset D, 2,285 contains at least one annotation, corresponding to about 80% of the total images. We choose to
maintain these images in our experiment to better reflect a real-life situation and also to evaluate the effectiveness of our method
in sample useful images.
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Table 1: Description of CID classes.

CID class Description

S Scratch, abrasion, nicks
P Pin damage, including pin bent, missing, etc.
D Cracks, breaks, distortion, smash and bump corners, etc

Table 2: Description of test set and data pool of the first iteration, with number of images and number of annotations of each
class. The class P is a minority, with less than half the number of examples than the other two classes.

1% U

N of images 543 2301
% of images with annotation 94 77
N of annotations of S class 200 840
N of annotations of P class 106 395
N of annotations of D class 249 861

After the random split of D, the test set }V contains 543 images, with 94% of these images having annotations. The pool U/
contains 2,301 images, from which 77% contains annotations. Table E] summarize the information about the datasets, as well
as the number of annotations of each class. It can be observed that the class P, corresponding to pin damage, is unbalanced in
regard to the classes S (scratches) and D (breaks), which may cause to the class to be underrepresented during the learning of a
detection model.

5.3 Detection model

As mentioned in Section[d] our method is model-agnostic, requiring only that each prediction of the model has an associated
class probability distribution, as the confidence score will be used for the image scoring. In our experiments, we choose as the
architecture of object detector a DNN with Swin-T as the backbone for feature extraction and the Mask-RCNN as the head, both
discussed in Section [2| This is a state of the art architecture and achieved good results in preliminary experimentation. In the
work of [[6]], which deals with the same task, the best results were achieved with the Swin architecture as the backbone. Figure
illustrates this architecture.

We use the default configuration of the smallest Swin-T with Mask-RCNN available in the MMDetection framewor pre-
trained with the COCO dataset for 12 epochs, without multi-scale crop. This architecture has 29M parameters and consumes
7.6GB of RAM and 4.5 GFLOPs during training. For the training of the model is used the AdamW optimizer [37]], with a initial
learning rate of 0.0001 and a weight decay of 0.05. At each iteration of the experimental loops, models are trained by 36 epochs.
That number of epochs was defined empirically, at it was observed that was necessary to the model to converge.

5.4 Results

As stated in subsection [5.1] both active learning and random sampling loops starts with a random sampled training set with
10% of the total images in data pool, which equals to 230 images. At each iteration on both loops, approximately 5% of the pool
size is added to the training sets. This equals to a k = 115 images at each iteration. A total of 19 iterations are performed in both
loops. The execution of all experiments took approximately 50 hours.

As previously mentioned, at the latter iterations the probability of the training sets of both loops have a large intersection
increases, as the images are sampled until all images of {/; are exhausted. Therefore, the results converge in the latter iterations
of both loops. As so, we focus the analysis of the results in the first 16 iterations, when 85% of the data of the pool U/; are
sampled at each loop. We do so to better reflect a scenario where the assumptions of our method are satisfied.

5.4.1 Learning curve

Figure [54 illustrate the learning curves, considering the mAP@50 metric, calculated on the test set )V through the iterations of
both loops. It can been observed that even so the experimental setup does not completely hold on the assumptions of our method,
it consistently surpass the performance of the random sampling, achieving better results at each iteration. Figure [Sb| shows the
proportional difference between both loops at each iteration. Our method performed, on average, 21.6% better than random
sampling, with a maximum of 65% at iteration 2, with 345 images (15% of the pool U{}).

'https://github.com/open-mmlab/mmdetection/blob/v2.25.3/configs/swin/mask_rcnn_swin-t-pd-w7_fpn_lx_coco.
1%
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Figure 4: High level view of the architecture of the object detector adopted in the experiments.
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Figure 6: Impact of the sampling in proportion of useful images.

5.4.2 Proportion of useful images in samples

As pointed before, besides the m A P@Q50, we also wish to assess the performance of our method in sample useful images for
training models, i.e., images with the presence of visible damage. Figure[6a]shows the proportion of images with damage through
the iterations. It can be seen that while the random sampling curve remains approximately constant, near the proportion of &/ of
77%, the active learning curve shows a rapid and sharp increase, achieving a peak proportion of 85% by iteration 9. This result
is relevant for the reduction of annotation effort, as it means a reduction near 35% of the effort of a human annotator in discard
non-useful images. After this iteration, the proportion starts to decrease, since the proportion of images with visible damage in
the pool also decrease due its limited size. As the active learning samples more images with damages at the first iterations, it
eventually depletes them of the data pool, leaving only images without damage to be sampled.

It could be argued that the difference in m A P@50 at each iteration between our method and random sampling (Figure [5a) is
exclusively due the difference in proportion of usable images. To evaluate this, we compare the m A PQ50 curve considering the
number of usable images. This result is show in Figure[6b] It can be seen that even when has less useful images, our method still
consistently surpass the random sampling. This means that our method not only has higher chance to sample useful images, but
this images are more informative than the ones sampled randomly.

5.4.3 Recall analysis

Since our method aims to improve the capability of detection of the classes harder to detect, we also evaluate the evolution
of recall by class in both loops. As showed before, the class P is minority in pool ¢/;, which may result in worse detection
performance. Figure[/alshows the evolution of recall by iteration. In general, the recall of all classes increases faster in the active
learning loop, achieving better results in all iterations when compared with the random sampling loop. As stated before, the
recall is a sensitive metric in this scenario and this improvement was intended by the use of the categorical uncertainty in Image
Scoring stage. Particularly, the class P, has a minor gap in recall compared with other classes in the active learning loop than
in the random sampling loop. While in active learning loop, the class P has a mean difference with the class S of 0.006, in the
random sampling loop it is of 0.014.

The reduction of this recall gap is aimed by the image selection stage, when the number of images of each class is balanced
in the sample. To better evaluate this effect, we present the quantity of images of each class by iteration in Figure In that
case, the class of the image is assigned by the class that have the higher sum of area in the annotations of the image. It can be
seen that in the random sampling loop the number of images of each class grows steady with the proportion of these images in
the pool, with a gap of the number of images of P and the other classes. In the active learning loop, the number of images of the
class P increases faster, reaching the quantity of other classes, as it was intended. The number of images of class P achieves a
plateau around iteration 10, as all images in the pool U/; were sampled, which is a limitation of our experimental setup. It can be
seen in Figurethat from this iteration, the recall of class P oscillates around the recall of the class S, when before this iteration
it remained mostly superior.

5.5 Discussion

This results shows the effectiveness of our method in the presented conditions. However, as pointed out before, due the
limited conditions of our experiment, i.e. the relatively small data pool U/}, the full potential of this method is still uncleared. In
a scenario where data is sampled of a large and diverse pool U, where data is not sampled until exhaustion, the results could be
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Figure 7: Evolution of recall and quantity of images of each class by iteration

even better. The difference in mAP@50 (Figures [5a) and 5b) may take longer to converge and the proportion of useful images
(Figure [6a) could reach a plateau instead of decrease. Nevertheless, the achieved results shows a promising evidence of the
usefulness of this method for the task of CID detection in PCB. Furthermore, other tasks that share similar characteristics, (i.e. a
large unlabeled data pool with non-informative images, a class accuracy imbalance and a focus on recall) could also benefit from
this method.

One possible limitation of our method is that as it uses the uncertainty of predictions to sample images, it ignores images with
false negatives. lL.e., if the model fails to detect a damage in an image, making no prediction, this image will not be sampled,
possibly resulting in the loss of relevant information. Further experiments must be made to assess the possible impact due this
limitation.

6 Conclusion

We proposed and evaluated an model-agnostic active learning method for deep neural networks in the task of automatic
detection of costumer induced damages in printed circuit boards, called Categorical Uncertainty Sampling Active Learning
(CUSAL). Our method aims to solve some domain specific challenges, using uncertainty of predictions and the difficulty of
detecting specific types of damage to sample the most informative images. The experimental results showed the capability of
our method to improve the performance of a detector using with less data when compared to randomly sampled data. The results
also showed that CUSAL can effectively sample more images with visible damage, reducing the effort of the human annotator in
discard such images. Finally, the results showed the capacity of the method in improve the performance on the harder to detect
types of damage, reducing class unbalance and the performance gap between classes.

As future work we intend to study alternatives to improve our method, in order to mitigate its deficiency in ignore images
with false negatives, e.g. the combined use of diversity maximization [38] and the use of semi-supervised active learning [39].
We also intend to evaluate our method in a experimental setup where we sample directly from a large pool of images, labeling
those images and comparing with random sampling. Finally, we intend to assess the possible generalization of our method for
other domains and compare it with other active learning methods in the context of object detection.
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